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Editors’ Preface 
 
This collection of papers stems from the Fifth Workshop on the Representation and Processing of 
Sign Languages, held in May 2012 as a satellite to the Language Resources and Evaluation 
Conference in Istanbul. While there has been occasional attention for sign languages at the main 
LREC conference, the main focus there is on spoken languages in their written and spoken forms. 
This series of workshops, however, offers a forum for researchers focussing on sign languages. For 
the third time, the workshop had sign language corpora as its main topic. This time, the focus was 
on the interaction between corpus and lexicon. More than half of the papers presented contribute to 
this topic. Once again, the papers at this workshop clearly identify the potentials of even closer 
cooperation between sign linguists and sign language engineers, and we think it is events like this 
that contribute a lot to a better understanding between researchers with completely different 
backgrounds. 
The contributions composing this volume are presented in alphabetical order by the first author. For 
the reader’s convenience, an author index is provided as well. 
We would like to thank all members of the programme committee who helped us reviewing the 
submissions to the workshop within a very short timeframe! 
Finally, we would like to point the reader to the proceedings of the previous workshops that form 
important resources in a growing field of research: 
 
• O. Streiter & C. Vettori (2004, Eds.) From SignWriting to Image Processing. Information 

techniques and their implications for teaching, documentation and communication. 
[Proceedings of the Workshop on the Representation and Processing of Sign Languages. 4th 
International Conference on Language Resources and Evaluation, LREC 2004, Lisbon.] Paris: 
ELRA. Available online at http://www.lrec-conf.org/proceedings/lrec2004/ws/ws18.pdf 

• C. Vettori (2006, Ed.) Lexicographic Matters and Didactic Scenarios. [Proceedings of the 2nd 
Workshop on the Representation and Processing of Sign Languages. 5th International 
Conference on Language Resources and Evaluation, LREC 2006, Genova.] Paris: ELRA. 
Available online at http://www.lrec-conf.org/proceedings/lrec2006/workshops/W15/ 
Sign_Language_Workshop_Proceedings.pdf 

• O. Crasborn, E. Efthimiou, T. Hanke, E. Thoutenhoofd & I. Zwitserlood (2008, Eds.) 
Construction and Exploitation of Sign Language Corpora. [Proceedings of the 3rd Workshop on 
the Representation and Processing of Sign Languages. 6th International Conference on 
Language Resources and Evaluation, LREC 2008, Marrakech.] Paris: ELRA. Available online 
at http://www.lrec-conf.org/proceedings/lrec2008/workshops/W25_Proceedings.pdf 

• P. Dreuw, E. Efthimiou, T. Hanke, T. Johnston, G. Martínez Ruiz & A. Schembri (2010, Eds.) 
Corpora and Sign Language Technologies. [Proceedings of the 4th Workshop on the 
Representation and Processing of Sign Languages. 7th International Conference on Language 
Resources and Evaluation, LREC 2010, Valletta, Malta.] Paris. ELRA. Available online at 
http://www.lrec-conf.org/proceedings/lrec2010/workshops/W13.pdf 
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SIGNSPEAK Project Tools: A way to improve the communication bridge between 
signer and hearing communities 

 
Javier Caminero1, Mari Carmen Rodríguez-Gancedo1, Álvaro Hernández-Trapote2,  

Beatriz López-Mencía2 
1�7HOHIyQLFD�5	'��0DGULG��6SDLQ�

2�8QLYHUVLGDG�3ROLWpFQLFD�GH�0DGULG��6SDLQ�
(PDLO� IMFJ#WLG�HV��PFUJ#WLG�HV��DOYDUR#JDSV�VVU�XSP�HV��EHDWUL]#JDSV�VVU�XSP�HV 

 
Abstract 

7KH�6,*163($.�SURMHFW�LV�DLPHG�DW�GHYHORSLQJ�D�QRYHO�VFLHQWLILF�DSSURDFK�IRU�LPSURYLQJ�WKH�FRPPXQLFDWLRQ�EHWZHHQ�VLJQHU�DQG�KHDULQJ�
FRPPXQLWLHV��,Q�WKLV�ZD\��6,*163($.�WHFKQRORJ\�FDSWXUHV�WKH�YLGHR�LQIRUPDWLRQ�IURP�WKH�VLJQHU�DQG�FRQYHUWV�LW� LQWR�WH[W��7R�GR�WKDW��
6,*163($.�FRQVRUWLXP�KDV�GHYRWHG�JUHDW�HIIRUWV�WR�WKH�FUHDWLRQ�DQG�DQQRWDWLRQ�RI�WKH�5:7+�3KRHQL[�FRUSXV��%DVHG�RQ�LW��D�PXOWLPRGDO�
SURFHVVLQJ�RI�WKH�FDSWXUHG�YLGHR�LV�FDUULHG�RXW�DQG�WKH�UHVXOWDQW�VLJQ�VHTXHQFH�LV�WUDQVODWHG�LQWR�QDWXUDO�ODQJXDJH��$IWHUZDUGV��WKH�LQWHQGHG�
PHVVDJH�FRXOG�EH�FRPPXQLFDWHG�WR�KHDULQJ�DEOH�SHRSOH�XVLQJ�D�WH[W�WR�VSHHFK��776��HQJLQH��,Q�WKH�UHYHUVH�ZD\��VSHHFK�IURP�KHDULQJ�DEOH�
SHRSOH�ZRXOG�EH�WUDQVIRUPHG�LQWR�WH[W�XVLQJ�$XWRPDWLF�6SHHFK�5HFRJQLWLRQ��$65��DQG�WKHQ�WKH�WH[W�ZRXOG�EH�SURFHVVHG�E\�YLUWXDO�DYDWDUV�
DEOH�WR�FRPSRVH�WKH�VXLWDEOH�VLJQ�VHTXHQFH��,Q�6,*163($.�SURMHFW��VFLHQWLILF�DQG�XVDELOLW\�DSSURDFKHV�KDYH�EHHQ�FRPELQHG�WR�JR�EH\RQG�
WKH�VWDWH�RI�WKH�DUW�DQG�FRQWULEXWLQJ�WR�VXSSUHVV�EDUULHUV�EHWZHHQ�VLJQHU�DQG�KHDULQJ�FRPPXQLWLHV��,Q�WKLV�ZRUN��D�VSHFLDO�VWUHVV�ZDV�SXW�LQ�
WKH�GHYHORSPHQW�RI�D�SURWRW\SH�DQG�DOVR��LQ�VHWWLQJ�RI�WKH�JURXQGV�IRU�IXWXUH�UHDO�LQGXVWULDO�DSSOLFDWLRQV��
Keywords:�WRRO�GHYHORSPHQW��VLJQ�ODQJXDJH�WR�WH[W��XVHU�HYDOXDWLRQ�

 

1. Introduction 
&RPPXQLFDWLRQ� IRU� 'HDI� FRPPXQLW\� LV� EDVHG� RQ� VLJQ�
ODQJXDJH� VLQFH� LW� LV� ³WKH� RQO\� ODQJXDJH� 'HDI� SHRSOH� FDQ�
DFTXLUH�HIIRUWOHVVO\�DQG�VSRQWDQHRXVO\�ZKHQ�JLYHQ�WKH�ULJKW�
LQSXW´� �:KHDWOH\� DQG� 3DEVFK�� ������� 8QIRUWXQDWHO\�� GHDI�
DQG� KDUG� RI� KHDULQJ� VLJQHUV� KDYH� VHULRXV� OLPLWDWLRQV� IRU�
FRPPXQLFDWLQJ�ZLWK�SHRSOH�ZLWKRXW�QR�VLJQ�ODQJXDJH�VNLOOV�
DQG� WKXV�� WKH� LQWHJUDWLRQ� LQWR� HGXFDWLRQDO�� VRFLDO� DQG�ZRUN�
HQYLURQPHQWV�LV�QRW�FRPSOHWH��
$OWKRXJK�WKH�PRWKHU�WRQJXH�LV�GHILQHG�DV�WKH�ILUVW�ODQJXDJH�
WKDW� RQH� KDV� DFTXLUHG�� IRU� WKH� GHDI� FRPPXQLW\�� LW� LV�PRUH�
FRPSOH[� WKDQ� WKDW�� WKHQ� RQO\� D� VPDOO� SHUFHQWDJH� RI� GHDI�
FKLOGUHQ� DFTXLUH� D� VLJQ� ODQJXDJH� QDWXUDOO\� DQG� LQ� VLPLODU�
VWDJHV�DV�KHDULQJ�FKLOGUHQ�GR�ZLWK�D�VSRNHQ�ODQJXDJH��
7DNLQJ�LQWR�DFFRXQW�WKHVH�SHFXOLDULWLHV��ZH�UHDOL]H�WKDW�GHDI�
SHRSOH� XVXDOO\� ILQG� QXPHURXV� EDUULHUV� LQ� FRPPXQLFDWLRQ��
6RPH�RI� WKHVH�EDUULHUV�LQFOXGH�WKH�SUHVHQFH�RI�DQ�RSHUDWRU�
�ZKLFK�PD\�EH�VHHQ�DV�LQWUXVLYH�DQG�GR�QRW�UHSUHVHQW�SDULW\�
ZLWK� KHDULQJ� SHRSOH��� VORZ� FRPPXQLFDWLRQV� FRQQHFWLRQV�
DQG�ODFN�RI�DZDUHQHVV�RI�KRZ�WR�FRPPXQLFDWH�ZLWK�SHRSOH�
ZKR� DUH� GHDI� RU� KDYH� VSHHFK� GLIILFXOWLHV�� $ERXW� WKHVH�
LVVXHV�� UHFHQW� VWXGLHV� �0DUNHW� 5HVHDUFK�� ������ UHYHDO� WKDW�
GHDI� SHRSOH� DQG� LQGLYLGXDOV� ZLWK� VSHHFK� GLIILFXOWLHV� QHHG�
IUHHO\�DFFHVVLEOH� VHUYLFHV� DQG� HTXLSPHQW� WR� HQVXUH� WKDW�
WKHLU�FRPPXQLFDWLRQ�QHHGV�DUH�WRWDOO\�IXOILOOHG��
+DYLQJ� DOO� WKHVH� LVVXHV� LQWR� FRQVLGHUDWLRQ�� 6,*163($.�
SURMHFW1� LV� DLPHG� WR�SURYLGH�GHDI�SHRSOH�D�FRPPXQLFDWLRQ�
EULGJH� EHWZHHQ� VLJQHUV� DQG� KHDULQJ� FRPPXQLWLHV�� 7KXV�� D�
QHZ� YLVLRQ�EDVHG� WHFKQRORJ\� IRU� WUDQVODWLQJ� FRQWLQXRXV�
�����������������������������������������������������������������
1 KWWS���ZZZ�VLJQVSHDN�HX�

VLJQ� ODQJXDJH� LQWR� WH[W� LV� EHLQJ� GHYHORSHG�� )RU� WKDW�
SXUSRVH�� LW� KDV� EHHQ� QHHGHG� WKH� FUHDWLRQ� RI� 5:7+�
3KRHQL[��D�VXLWDEOH�YLGHR�FRUSXV�IRU�GDWD�GULYHQ�DXWRPDWLF�
VLJQ� ODQJXDJH� SURFHVVLQJ� �6WHLQ� HW�� DO��� ������� $V� D�
FRQVHTXHQFH� RI� WKH� DXWRPDWLRQ� RI� WKH� VHUYLFHV� DQG�
DSSOLFDWLRQV� SURYLGHG� E\� WKH� 6,*163($.� WHFKQRORJ\��
XVHUV¶� SULYDF\� IHHOLQJ� DQG� WKHLU� FRQILGHQWLDOLW\� LQ� WKH�
FRPPXQLFDWLRQ�SURFHVV�ZRXOG�EH�LPSURYHG���

2. SIGNSPEAK: establishing a new 
communication bridge 

$V� LW� LV� VKRZHG� LQ� )LJXUH� ��� 6,*163($.� WHFKQRORJ\�
FDSWXUHV�WKH�YLGHR�LQIRUPDWLRQ�IURP�WKH�VLJQHU�DQG�FRQYHUWV�
LW�LQWR�WH[W��,Q�RUGHU�WR�GR�WKDW��D�PXOWLPRGDO�SURFHVVLQJ�RI�
WKH� YLGHR� LV� FDUULHG� RXW� DQG� DIWHUZDUGV�� WKH� UHVXOWDQW�
VHTXHQFH�RI�VLJQV�LV�WUDQVODWHG�LQWR�QDWXUDO�ODQJXDJH��8VLQJ�
D� WH[W�WR�VSHHFK� �776�� HQJLQH�� WKH� LQWHQGHG� PHVVDJH� LV�
FRPPXQLFDWHG� WR� SHRSOH� ZKR� DUH� DEOH� WR� KHDU�� ,Q� WKH�
UHYHUVH� ZD\� WKH� VSHHFK� IURP� KHDULQJ� FRPPXQLW\� LV�
FDSWXUHG� DQG� WUDQVODWHG� LQWR� WH[W� �$XWRPDWLF� 6SHHFK�
5HFRJQLWLRQ�$65���7KHQ�WKH�WH[W�LV�XVHG�E\�YLUWXDO�VLJQHUV�
�DYDWDUV��ZKLFK�FRPSRVH�WKH�VXLWDEOH�VHTXHQFH�RI�VLJQV��

�
)LJXUH����&RPPXQLFDWLRQ�EULGJH�EHWZHHQ�6LJQHU�DQG�+HDULQJ�

FRPPXQLWLHV�

1
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2.1 Text-to-Speech 
$� WH[W�WR�VSHHFK� �776�� V\QWKHVLVHU� FDQ� EH� GHILQHG� DV� D�
SLHFH� RI� VRIWZDUH� ZKLFK� WUDQVIRUPV� LQWR� VSHHFK� DQ\� LQSXW�
VHQWHQFH� LQ� WH[W� IRUPDW� �'XWRLW�� ������� 7KLV� IXQFWLRQDOLW\�
PDNHV� D� 776� YHU\� XVHIXO� IRU� FRPPXQLFDWLRQ� V\VWHPV�
EHFDXVH� LW� DYRLGV� SUH�UHFRUGLQJ� HYHU\� VHQWHQFH� RU� ZRUGV�
SODQQHG�WR�EH�XVHG�LQ�D�VHUYLFH��7KHUH�LV�D�ZLGH�DYDLODELOLW\�
RI� SURGXFWV�� L�H�� /RTXHQGR� 776�� 1XDQFH� 9RFDOL]HU� RU�
)HVWLYDO��
'HVSLWH� RI� WKH� JUHDW� SHUIRUPDQFH� RI� WKH� DIRUHPHQWLRQHG�
V\VWHPV�� WKHUH�DUH�\HW�FULWLFV� WR� WKH�XVH�RI�776� IRU�FHUWDLQ�
DSSOLFDWLRQV� GXH� WR�� SURQXQFLDWLRQ� RI� QHZ� DQG� UDUH� ZRUGV�
�6SLHJHO�� ������� SURVRG\� �+LUVFKEHUJ�� ������ RU� OLPLWHG�
DYDLODELOLW\�LQ�FHUWDLQ�QHZ�ODQJXDJHV��

2.2 Automatic Speech Recognition 
7KH�KXPDQ�YRLFH�LV�JHQHUDWHG�E\�WKH�YLEUDWLRQ�RI�WKH�YRFDO�
FRUGV��7KH� YLEUDWLRQ� RI� WKH� FRUGV�PRYHV� WKH� DLU� DQG� WKHVH�
YDULDWLRQV�RI�SUHVVXUH�DUULYH� WR� WKH� OLVWHQHU¶V�HDU��7KHQ� WKH�
SUHVVXUH� ZDYHV� DUH� WUDQVIRUPHG� LQWR� D� VLJQDO� WKDW� LV�
SURFHVVHG� E\� WKH� EUDLQ� DQG� SURSHUO\� LQWHUSUHWHG�� 7KH�
DFRXVWLF� IHDWXUHV� RI� WKLV� VLJQDO� DOORZ� WKH� OLVWHQHU� WR�
GLIIHUHQWLDWH� RQH� VRXQG� IURP� DQRWKHU�� DQG� WKDW� LV� ZKDW� DQ�
$XWRPDWLF�6SHHFK�5HFRJQLVHU��$65��WULHV�WR�DFFRPSOLVK��
6RPH�RI�WKH�PRVW�UHOHYDQW�DFWRUV�LQ�WKH�GHYHORSPHQW�RI�WKLV�
WHFKQRORJ\� DUH�� &08� 6SKLQ[�� 5:7+� $65�� 'UDJRQ�
1DWXUDOO\�6SHDNLQJ�RU�0LFURVRIW�6SHHFK�$3,��
+RZHYHU�� WKH� SHUIRUPDQFH� RI� DQ� $65� V\VWHP� XVXDOO\�
GHSHQGV�GUDVWLFDOO\�RQ�H[WHUQDO�IDFWRUV��$FHUR���������LQSXW�
OHYHO��DGGLWLYH�EDFNJURXQG�QRLVH��FKDQQHO�GLVWRUWLRQ��HWF��

2.3 Signing Avatars 
5HFHQWO\��WKH�YLUWXDOL]DWLRQ�RI�HYHU\GD\�OLIH�DQG�WKH�JDPLQJ�
LQGXVWU\� KDV� SURPRWHG� D� JUHDW� GHYHORSPHQW� RI� WKH� YLUWXDO�
FKDUDFWHUV� ILHOG�� 7KH� LPSURYHPHQW� RI� VHYHUDO�
FRPPXQLFDWLRQ� WHFKQRORJLHV� DV� WKH� DXWRPDWLF� VSHHFK�
UHFRJQLWLRQ� RU� WKH� WH[W�WR�VSHHFK� HQJLQHV� PDNHV� LW� UHDO� WR�
FUHDWH� YLUWXDO� DJHQWV� DEOH� WR� LQWHUDFW� ZLWK� XVHUV�� 7KH�
EHQHILWV� DUH� REYLRXV�� FKHDSHU� FXVWRPHU� VHUYLFH� DQG� �����
DYDLODELOLW\�� )XUWKHUPRUH�� WKURXJK� WKLV� NLQG� RI� LQWHUIDFHV��
XVHUV� FRXOG� HVWDEOLVK� UHODWLRQVKLSV� FORVH� WR� WKRVH� RQHV�
EHWZHHQ�KXPDQV��5HHYHV�DQG�1DVV��������
6RPH�DSSOLFDWLRQV�ZKLFK�XVH�DYDWDUV�RU�D� VRUW�RI� WKHP�IRU�
UHSUHVHQWLQJ� 6LJQ� /DQJXDJH� DUH� 6LJQ� 6PLWK� 6WXGLR�� 6\V�
&RQVXOWLQJ�� 9L6L&$67�� H6,*1�� 'H3DXO� $6/� 3URMHFW��
6LJQ6\QWK��7($0��HWF��

�
)LJXUH����9L6L&$67�VLJQLQJ�DYDWDU�

2.4 Sign Language to Text 
7KH� PRVW� FKDOOHQJLQJ� WHFKQRORJ\� LQFOXGHG� LQ� WKH�
FRPPXQLFDWLRQ� EULGJH� SURSRVHG� E\� 6,*163($.� LV� WKH�
WUDQVODWLRQ�RI�6LJQ�/DQJXDJH� LQWR�WH[W��7KDW�LV��FDSWXUH�WKH�
PRYHPHQWV�� H[SUHVVLRQV� DQG� HPRWLRQV� RI� WKH� VLJQHUV��
LGHQWLI\� WKH� VLJQV� IURP� WKH� H[WUDFWHG� IHDWXUHV�� DQG� WKHQ�
WUDQVODWH� WKH� VHTXHQFH� RI� WKHP� LQWR� QDWXUDO� ODQJXDJH� LQ�
RUGHU�WR�REWDLQ�D�PHVVDJH�XQGHUVWDQGDEOH�E\�KHDULQJ�XVHUV��
7KH� PHDQV� XVHG� WR� FDSWXUH� KDQG� PRYHPHQWV� FDQ� EH�
FODVVLILHG� PDLQO\� LQ� WZR� JURXSV�� LQVWUXPHQWHG� DQG� YLGHR�
EDVHG�� )RU� LQVWUXPHQWHG� SURSRVDOV�� JORYHV� DUH� XVXDOO\�
FRPSOHPHQWHG� ZLWK� RWKHU� GHYLFHV�� DV� DFFHOHURPHWHUV�� ,W�
PHDQV�XVHUV�KDYH� WR�UHPDLQ�FORVH� WR� WKH�UDGLDQW� VRXUFH�� LQ�
WKH� FDVH� RI� D�ZLUHOHVV� FRQQHFWLRQ�� RU� FORVH� DQG� SK\VLFDOO\�
WHWKHUHG� WR� WKH� FRPSXWHU� LQ� WKH� FDVH� RI� D� ZLUHG� RQH��
)XUWKHUPRUH�� FXUUHQW� JORYH� WHFKQRORJ\� LV� QRW� LQWHQGHG� IRU�
GDLO\�XVH��WKH�JORYHV�GHWHULRUDWH�TXLFNO\�ZLWK�H[WHQGHG�XVH�
DQG�RXWSXW�EHFRPHV�LQFUHDVLQJO\�QRLV\�DV�WKH\�EUHDN�GRZQ��
,Q� WKH� RWKHU� KDQG�� WKLV� NLQG� RI� VROXWLRQ� XVHV� WR� EH� PRUH�
UHOLDEOH�� RYHUDOO� DJDLQVW� DPELHQW� QRLVH� RU� RWKHU� DGYHUVH�
EDFNJURXQG� FRQGLWLRQV�� ,Q� YLGHR�EDVHG� DSSURDFKHV�� WKH�
VLJQHU� DYRLGV� KDYLQJ� DWWDFKHG� WR� KHUV�KLV� ERG\� DQ\�
LQVWUXPHQWDWLRQ�� +RZHYHU�� WKH� ZRUNLQJ� FRQGLWLRQV� VKRXOG�
EH� FRQWUROOHG� DQG� WKH� DPRXQW� RI� GDWD� REWDLQHG�� FRPSDUHG�
ZLWK�LQVWUXPHQWHG�V\VWHPV��LV�ORZHU��
6,*163($.� SURMHFW� ZDQWV� WR� JR� EH\RQG� PRVW� RI� WKH�
OLPLWDWLRQV� SUHYLRXVO\� SUHVHQWHG�� 7KH� SURMHFW� IROORZV� D�
JOREDO�SODQQLQJ�DSSURDFK� WR� WUDQVIHU� WKH� WHFKQRORJ\� WR� WKH�
GDLO\�OLIH�RI�GHDI�FRPPXQLW\�DQG�LWV�VFRSH�LPSOLHV�DGYDQFHV�
LQ� VHYHUDO� UHVHDUFK� ILHOGV� DQG� WKH� QHHG� RI� WDNLQJ� LQWR�
DFFRXQW�WKH�LQGXVWULDO�SHUVSHFWLYH��

3. Main Technological Factors 
7KH� 6,*163($.� SURMHFW� LV� LQWHQGHG� WR� EH� D� ILUVW� VWHS� WR�
DFKLHYH� D� VRSKLVWLFDWHG� WHFKQRORJ\� DEOH� WR� FRPSOHWH� WKH�
FRPPXQLFDWLRQ� EULGJH� EHWZHHQ� KHDULQJ� DQG� GHDI�
FRPPXQLW\�� ,Q� WKLV� SUHOLPLQDU\� VWDJH�� WKH� GHPDQGV� DERXW�
WKH�SHUIRUPDQFH�RI�WKH�WHFKQRORJ\�VKRXOG�EH�DPELWLRXV�EXW�
EHDULQJ� LQ� WKH� PLQG� WKH� SRVVLEOH� SUREOHPV� ZKLFK� FRXOG�
DULVH�LQ�D�UHDOLVWLF�VFHQDULR��7KXV��IRU�D�SURSHU�RSHUDWLRQ�RI�
WKH� WHFKQRORJLHV� LQYROYHG� LQ� WKH� FRPPXQLFDWLRQ� EULGJH�
�6,*163($.�� 776�� $65�� DYDWDUV�� GLIIHUHQW� XVHU� DQG�
HQYLURQPHQWDO� IDFWRUV� DQG� VRPH� WHFKQRORJLFDO� OLPLWDWLRQV�
QHHG� WR� EH� FRQVLGHUHG��1H[W�� ZH� SRLQW� RXW� VRPH� RI� WKHP��
KRZHYHU� IRU�PRUH� GHWDLOHG� LQIRUPDWLRQ� UHIHU� WR� �*DQFHGR��
&DPLQHUR�DQG�9DQ�.DPSHQ���������

3.1 User factors 
8VHU� IDFWRUV� DUH� LQGLYLGXDO� GLIIHUHQFHV� WKDW� LQFOXGH�
GHPRJUDSKLF� YDULDEOHV� DQG� VLWXDWLRQDO� YDULDEOHV� WKDW�
DFFRXQW� IRU� GLIIHUHQFHV� DWWULEXWDEOH� WR� FLUFXPVWDQFHV� VXFK�
DV�H[SHULHQFH�DQG�WUDLQLQJ��$JDUZDO�DQG�3UDVDG���������
6RPH�XVHU�IDFWRUV�ZKLFK�FRXOG�EH�UHOHYDQW�WR�6,*163($.�
WHFKQRORJ\�PLJKW�EH��
x Gender��5HVHDUFK�KDV�VKRZQ�WKDW�WKHUH�DUH�GLIIHUHQFHV�

EHWZHHQ� PHQ� DQG� ZRPHQ� UHJDUGLQJ� WKH� FRJQLWLYH�
VWUXFWXUHV� HPSOR\HG� GXULQJ� WKH� LQWHUDFWLRQ� ZLWK�
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WHFKQRORJ\� SURGXFWV� �9HQNDWHVK� DQG� 0RUULV�� �������
)RU� H[DPSOH� UHJDUGLQJ� VLJQLQJ� DYDWDUV�� LQ� �%DLOHQVRQ�
DQG� <HH�� ������ LV� VKRZHG� KRZ� XVHUV� SUHIHU� DYDWDUV�
ZKLFK� DUH� VLPLODU� WR� WKHP� DQG� PLPLF� WKHLU� EHKDYLRU��
7KXV��LW�FRXOG�EH�VXJJHVWHG�WKDW�VLJQLQJ�DYDWDUV�VKRXOG�
PLPLF� WKH� VLJQLQJ� VW\OH� RI� XVHUV� RU� HYHQ� DGRSW� WKH�
XVHUV¶�JHQGHU��

x Experience with technology�� )RU� DXWRPDWLF� VSHHFK�
UHFRJQLWLRQ��$65���LQ��.DUDW�HW�DO���������LV�GHVFULEHG�
DQ�H[SHULPHQW�ZKHUH�WKH�$65�SHUIRUPDQFH�LV�ZRUVW�IRU�
QRYLFH� XVHUV� WKDQ� IRU� H[SHUW� RQHV�� )XUWKHUPRUH�� WKH�
ODWWHU�JURXS�RI�XVHUV�LV�PRUH�HIIHFWLYH�FDUU\LQJ�RXW�WKH�
FRUUHFWLRQV�ZKHQ�WKH�V\VWHP�IDLOV��

x Age�� )URP� WKH� SRLQW� RI� YLHZ� RI� DFFHSWDQFH� RI�
WHFKQRORJ\�� DJH� LV� UHFRJQL]HG� DV� D� NH\� IDFWRU��
6SHFLDOO\��VHQLRU�XVHUV��ZKR�GR�QRW�XVXDOO\�KDYH�JUHDW�
H[SHULHQFH� ZLWK� WHFKQRORJ\� DQG� KDYH� DJH�UHODWHG�
SUREOHPV� ZLWK� FRJQLWLYH� DELOLWLHV�� IDFH� GLIILFXOWLHV�
XQGHUVWDQGLQJ� DQG� LQWHUDFWLQJ� ZLWK� WHFKQRORJLFDO�
GHYLFHV��=LHIOH�DQG�%D\���������2Q�WKH�FRQWUDU\��ROGHU�
XVHUV� DUH� PRUH� LQFOLQHG� WR� DFFHSW� WHFKQRORJLHV� ZKHQ�
WKH� XVHIXOQHVV� LV� FOHDU� DQG� WKHUH� LV� D� JRRG� VXSSRUW� RI�
WKH� V\VWHP� �WXWRULDOV�� KHOS� V\VWHP�� HWF��� �$UQLQJ� DQG�
=LHIOH���������

x Cultural background.� )RU� $65� HQJLQHV�� WKH�
SUREOHPDWLF�LVVXH�LV�TXLWH�FOHDU�� WKH�DFFHQW��,Q��+XDQJ�
HW� DO��� ������ WKH� DFFHQW� ZDV� LGHQWLILHG� DV� RQH� RI� WKH�
SULQFLSDO�FRPSRQHQWV�RI�VSHHFK�YDULDWLRQ��

x Other factors��0DQ\�PRUH�XVHU�IDFWRUV�FRXOG�DIIHFW�WKH�
DFFHSWDQFH� RI� D� QHZ� FRPPXQLFDWLRQ� SDUDGLJP� �L�H��
6,*163($.¶V� FRPPXQLFDWLRQ� EULGJH��� )RU� H[DPSOH�
WKH� OHYHO� RI� VLJQHUV¶� H[SUHVVLYHQHVV�� WKH� XVHUV¶�
HPRWLRQDO�VWDWH�RU�WKH�XVHUV¶�SK\VLRORJ\��

3.2 Environmental factors 
7KH�FRQGLWLRQV�UHODWLYH�WR�WKH�FRQWH[W�ZKHUH�WKH�LQWHUDFWLRQ�
LV�SHUIRUPHG�DUH�FROOHFWLYHO\� FDOOHG�HQYLURQPHQWDO� IDFWRUV��
7KH\�LQFOXGH�QXPHURXV�YDULDEOHV�DV�ZHDWKHU�FRQGLWLRQV��L�H��
OLJKWLQJ��� QRLVH�FRQGLWLRQV� �L�H�� ³WKH�FRFNWDLO�SDUW\�HIIHFW´��
RU�ORFDWLRQ�FRQGLWLRQV��L�H��PRELOLW\��LQ�FDU�VFHQDULR«���
,Q� WKH� FDVH� RI� 776� DQG� $65� HQJLQHV�� DUJXDEO\� WKH� PRVW�
KDUPIXO� HIIHFW� LV� WKDW� SRVHG� E\� QRLV\� HQYLURQPHQWV��
5HJDUGLQJ� YLUWXDO� VLJQHUV�� WDNLQJ� LQWR� DFFRXQW� WKDW� GHDI�
XVHUV�VKRXOG�EH�ORRNLQJ�ZLWK�DWWHQWLRQ�WR�WKH�YLUWXDO�DJHQW��
WKH�FRJQLWLYH�ORDG�WKDW� WKH�HQYLURQPHQW�GHPDQGV�KDV�WR�EH�
WDNHQ� LQWR� FRQVLGHUDWLRQ�� ,Q� RUGHU� WR� LOOXVWUDWH� WKLV�� OHW¶V�
LPDJLQH� DQ� DSSOLFDWLRQ� GHVLJQHG� IRU� LQWHUDFWLQJ� WKURXJK� D�
WDFWLOH� LQWHUIDFH� DQG� WKDW� XVHV� DW� WKH� VDPH� WLPH� D� YLUWXDO�
VLJQHU� IRU� FRPPXQLFDWLQJ� WKH� LQIRUPDWLRQ�� 7KHQ�� LW� LV�
QHFHVVDU\�WR�VHW�WKH�PHVVDJH�RI�WKH�YLUWXDO�VLJQHU�LQ�VXFK�D�
ZD\�WKDW�LW�GRHV�QRW�FRLQFLGH�ZLWK�DQ\�RWKHU�YLVXDO�PHVVDJH��
)RU�6,*163($.��WKHUH�DUH�WKUHH�PDLQ�WDVNV�UHODWHG�WR�WKH�
PXOWLPRGDO� YLVXDO� DQDO\VLV�� WUDFNLQJ� RI� KDQG� SRVLWLRQV��
IDFLDO�DQDO\VLV�DQG�ERG\�SRVH�HVWLPDWLRQ��$OO�RI�WKHP�QHHG�
UREXVW� WUDFNLQJ� DOJRULWKPV�� VLQFH� WKH\� VKRXOG� DYRLG� WKH�
HIIHFW�RI� L�H�� VLJQLQJ�KDQGV�PRYLQJ� LQ� IURQW�RI� WKH� IDFH��RU�
VLJQLQJ�KDQGV�FURVVLQJ�WKH�RWKHU�KDQGV��

3.3 Resource-related factors 
$PRQJ� WKHVH� IDFWRUV�� ZH� FDQ� LQFOXGH� WKH� FRPSXWDWLRQDO�
SRZHU� RU�PHPRU\� DYDLODELOLW\� LQ� WKH� GHYLFHV� RU� TXDOLW\� RI�
FRPPXQLFDWLRQ� UHTXLUHPHQWV�� 7KXV�� WKHVH� UHVRXUFHV� KDYH�
LQIOXHQFH�RQ�WKH�VHOHFWLRQ�RI�D�FRQFUHWH�WHFKQRORJ\��WKH�XVH�
RI� D� FRQFUHWH� GHYLFH� �L�H�� D� GHVNWRS� HQYLURQPHQW� YV�� D�
SRUWDEOH�GHYLFH��RU�LQ�D�ZRUVW�FDVH�VFHQDULR��D�GHJUDGDWLRQ�
RI�WKH�XVHU�SHUFHLYHG�TXDOLW\��
,Q� WKH� FDVH� RI� 6,*163($.� WHFKQRORJ\�� YHU\� GHPDQGLQJ�
UHTXLVLWHV� UHJDUGLQJ� FRPSXWDWLRQDO� SRZHU� DUH� QHHGHG�� ,WV�
IORZ� QHWZRUN� LPSOLHV� VHYHUDO� VWDJHV� ZLWK� FHUWDLQ�
FRPSOH[LW\��'XH�WR�WKDW��WKHUH�LV�D�GHOD\�IDFWRU�RI�DURXQG����
WLPHV�FRPSDUHG�WR�UHDO�WLPH��IRU�H[DPSOH��WKH�WUDQVODWLRQ�RI�
��VHFRQGV�RI�YLGHR�ZLOO� WDNH�DURXQG���PLQXWHV�� IRU� WHVWLQJ�
GDWD�FRPLQJ�IURP�WKH�VDPH�GRPDLQ�DV�WKH�GDWD�XVHG�WR�WUDLQ�
WKH�V\VWHP��

3.4 User perception and acceptance of the 
technology 
8VHU� DFFHSWDQFH� RI� D� QHZ� WHFKQRORJ\� GRHV� QRW� GHSHQG�
H[FOXVLYHO\� RQ� LWV� WHFKQLFDO� IXQFWLRQDOLW\�� 8VHU� SHUFHSWLRQ�
RI� D� QHZ� WHFKQRORJ\� LV� EXLOW� IURP� D� VHW� RI� SV\FKRORJLFDO��
VRFLDO� DQG� FRQWH[WXDO� IDFWRUV� WKDW� DUH� UHODWHG� WR� LWV� XVH� LQ�
HYHU\GD\�OLIH�DSSOLFDWLRQV��6RPH�RI�WKHVH�IDFWRUV�KDYH�EHHQ�
DOUHDG\�PHQWLRQHG�LQ�VHFWLRQ�����DOWKRXJK�FRPSOHWH�PRGHOV�
IURP�GLIIHUHQW�SHUVSHFWLYHV�DQG�DW�YDULRXV�OHYHOV�KDYH�EHHQ�
GHYHORSHG��9HQNDWHVK�HW��DO����������
5HVXOWV� RI� DQ� H[SHUW� VXUYH\� SHUIRUPHG� LQ� 6,*163($.�
SURMHFW�� UHJDUGLQJ� ZKDW� DVSHFWV� DUH� PRUH� LPSRUWDQW� IRU�
VHOHFWLQJ� WHFKQRORJLFDO� SURGXFWV� DUH� VKRZHG� LQ� )LJXUH� ���
7KHVH� UHVXOWV� DUH� SUHVHQWHG� WKURXJK� D� EDU� JUDSK� VKRZLQJ�
WKUHH�FRORXUV�GHSHQGLQJ�RQ� WKH� UHOHYDQFH� IRU� WKH�XVHU� �UHG�
IRU� ORZ� UHOHYDQFH�� RUDQJH� IRU� PLG�UDQJH� UHOHYDQFH� YDOXHV�
DQG�JUHHQ�IRU�KLJK�UHOHYDQFH����
$IWHU� DQDO\VLQJ� WKH� UHVXOWV��ZH� FDQ� VHH� WKDW� WKH� SULFH� RI� D�
SURGXFW�LV�QRW�VHHQ�DV�D�IXQGDPHQWDO�IDFWRU�DQG�DSSDUHQWO\�
ZKHQ� WKH� VHUYLFH� SURYLGHG� E\� WKH� WHFKQRORJ\� LV� UHDOO\�
XVHIXO��SULFH�LV�QRW�YHU\�LPSRUWDQW��/RJLFDOO\�WKLV�IDFW��WKDW�
LV�DSSOLFDEOH�WR�DQ\�WDUJHW�SRSXODWLRQ��JDLQV�LPSRUWDQFH�IRU�
WKH� GHDI� FRPPXQLW\� VLQFH� WHFKQRORJ\� KHOSV� WKHP� EUHDN�
GRZQ�YHU\�DQQR\LQJ�FRPPXQLFDWLRQ�EDUULHUV��$W� WKH�RWKHU�
HQG�� WKH�PRUH� UHOHYDQW� IDFWRUV� DUH�� XVHIXOQHVV�� HDVLQHVV� RI�
XVH� DQG� KDYLQJ� WKH� XOWLPDWH� WHFKQRORJ\�� 5HODWHG� ZLWK� WKH�
DERYHPHQWLRQHG�JUHDW�QHHG�RI�WHFKQRORJ\�SURGXFWV�DEOH�WR�
KHOS�WKH�GHDI�FRPPXQLW\��LW�VHHPV�FOHDU�WKDW�XVHIXOQHVV�LV�D�
NH\�YDULDEOH� IRU�FKRRVLQJ�D�GHYLFH��7KLV�PD\� LQGLFDWH� WKDW�
FXWWLQJ�HGJH�WHFKQRORJ\�KDV�EHHQ�DVVRFLDWHG�WR�D�SHUFHLYHG�
ORVV�RI�UHOLDELOLW\�RI�WKH�WHFKQRORJ\¶V�SHUIRUPDQFH��D�IDFWRU�
ZKLFK�ZDV�QRW�UHSUHVHQWHG�LQ�WKH�VXUYH\���$QG�ILQDOO\��GXH�
WR� WKH� DFFHVVLELOLW\� GLIILFXOWLHV� ZKLFK� WUDGLWLRQDOO\� GHDI�
SHRSOH� KDYH� WR� IDFH� LQ� WKH� XVH� RI� WHFKQRORJ\� SURGXFWV��
HDVLQHVV�RI�XVH�LV�DOVR�OLJKWO\�KLJKOLJKWHG��
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�
)LJXUH����%DU�JUDSK�DERXW�WKH�PRVW�UHOHYDQW�IDFWRUV�LQ�WKH�

VHOHFWLRQ�RI�D�WHFKQRORJLFDO�SURGXFW��

4. Application Scenarios 
,Q� RUGHU� WR� VHOHFW� D� UHOHYDQW� DSSOLFDWLRQ� VFHQDULR� IRU�
DSSO\LQJ� 6,*163($.� WHFKQRORJ\�� DQ� H[SHUW� VXUYH\� ZDV�
SHUIRUPHG�� 7KH� FUHDWLRQ� RI� WKH� TXHVWLRQQDLUH� DQG� WKH�
VHOHFWLRQ� RI� WKH� H[SHUWV� ZHUH� PDGH� MRLQWO\� EHWZHHQ�
(XURSHDQ�8QLRQ� RI� WKH�'HDI� �(8'�� DQG�7HOHIyQLFD�5	'�
�7,'���ERWK�SDUWQHUV�RI�6,*163($.�SURMHFW��
,Q� VHFWLRQ� ���� D� UHYLHZ� RI� WKH� FRPPXQLFDWLRQ� SUREOHPV�
KLJKOLJKWHG�E\� WKHVH�H[SHUWV� LV�SUHVHQWHG��/DWHU�� LQ� VHFWLRQ�
�����WKH�H[SHUWV¶�IHHOLQJV�DERXW�D�VHW�RI�SRVVLEOH�DSSOLFDWLRQ�
VFHQDULRV�DUH�OLVWHG��

4.1 Communication problems 
7KH� H[SHUW� VXUYH\� DGGUHVVHV� WKH� LVVXH� DERXW� WKH� PRUH�
XQSOHDVDQW� VLWXDWLRQV� ZKHQ� GHDI� SHRSOH� KDYH� WR�
FRPPXQLFDWH�ZLWK�QRQ�VLJQHUV��
6RPH�RI�WKHVH�VLWXDWLRQV�DUH�OLVWHG�EHORZ��
x 7HOHSKRQLQJ� KHDULQJ� SHRSOH� WKURXJK� D� UHOD\� VHUYLFH�

EDVHG�RQ�WH[W��ZKLFK�LV�QRW�WKHLU�ILUVW�ODQJXDJH��
x 6HQGLQJ� H�PDLOV� YLD� WH[W� PHVVDJHV�� LQVWHDG� RI� XVLQJ�

WKHLU�ILUVW�ODQJXDJH��
x 9LGHR�ILOPV�XVLQJ�VLJQ�ODQJXDJH�DUH�RIWHQ�QRW�VXEWLWOHG�

DQG�PRVW�RI�WKH�KHDULQJ�SHRSOH�FDQQRW�XQGHUVWDQG�VLJQ�
ODQJXDJH��

x $FFHVVLQJ� WR� SXEOLF� DXWKRULWLHV�VHUYLFHV� �L�H�� SDVVSRUW�
LVVXLQJ� VHUYLFH�� EDQNLQJ�� HWF��� ZKHUH� PRVW� SHRSOH�
FDQQRW�VLJQ��

x 5HOD\�VHUYLFHV�DOPRVW�QHYHU�RSHQV����KRXUV�D�GD\��
x +HDULQJ� SHRSOH� FDQQRW� OHDUQ� VLJQ� ODQJXDJH� ZLWKRXW�

JHWWLQJ� LQVWUXFWLRQV� LQ� WKHLU� RZQ� ZULWWHQ� RU� VSRNHQ�
ODQJXDJH��

4.2 Scenario analysis 
,Q�WKH�H[SHUW�VXUYH\�VHYHUDO�VFHQDULRV�ZHUH�SURSRVHG��7KHVH�
VFHQDULRV�� FUHDWHG� LQ� FROODERUDWLRQ� ZLWK� (8'�� WDNH� LQWR�
DFFRXQW� WKH� FRPPXQLFDWLRQ�QHHGV�RI� GHDI� FRPPXQLW\� DQG�
WKH�IRUHFDVWHG�XVHIXOQHVV��
$OO�RI�WKHP�KDYH�WKH�IROORZLQJ�PRWLYDWLRQ�VWRU\��
“John and Mary are a deaf-hearing marriage and they 
have one child, Susan, who is 7 years old and she is also 
deaf. This family is bilingual; sign language and spoken 

language. They have hearing neighbours and family 
members who cannot sign very well.” 

4.2.1 Sign language e-learning 
7KLV�VFHQDULR�LV�DV�IROORZV��
³$� QHLJKERU� JLUO� RI� 6XVDQ� LV� IROORZLQJ� D� FRXUVH� IRU�
LPSURYLQJ� KHU� VLJQ� ODQJXDJH� VNLOOV��)RU�GRLQJ� WKLV� FRXUVH��
SXSLOV� KDYH� WR� FRQQHFW� WR� WKH� WHDFKHU� WKURXJK� ,QWHUQHW�
�XVLQJ� D� ZHEFDP��� 7KHQ�� SXSLOV� VHH� WKH� WHDFKHU� LQ� WKHLU�
PRQLWRUV�DQG�WKH�WHDFKHU�FDQ�VHH�DOO�WKH�SXSLOV�DW�WKHLU�RZQ�
KRPHV��7KH� WHDFKHU� JLYHV� WKH� OHVVRQV� XVLQJ� VLJQ�ODQJXDJH�
DQG�� WKDQNV� WR� 6,*163($.� WHFKQRORJ\�� WH[W� VXEWLWOHV�
DSSHDU�DW�WKH�VDPH�WLPH�´�
,Q� WKLV� FDVH�� H[SHUWV� WROG� XV� “beginners learn better with 
signing videos without subtitles and then they can watch 
signing videos with the subtitles to see if they already 
understand sign language”��
4.2.2 Answering machine 
7KLV�VFHQDULR�LV�DV�IROORZV��
³-RKQ� LV� LQ� D� FRQJUHVV� DQG� PDNHV� D� YLGHR� FDOO� WR� KRPH��
1RERG\�LV�DW�KRPH��VR�KH�OHDYHV�D�UHFRUGHG�YLGHR�ZLWK�KLV�
VLJQ� ODQJXDJH� PHVVDJH�� 7KH� DQVZHULQJ� PDFKLQH�� WKURXJK�
6,*163($.� WHFKQRORJ\�� WUDQVODWHV� WKH� VLJQ� ODQJXDJH�
PHVVDJH� LQWR� WH[W��:KHQ�0DU\� DUULYHV� KRPH�� VKH� UHDOL]HV�
WKHUH� DUH� VHYHUDO� PHVVDJHV�� $V� VKH� LV� EXV\�� VKH� GHFLGHV�
OLVWHQ�WKH�PHVVDJHV�ZKLOH�SUHSDULQJ�WKH�GLQQHU��6KH�OLVWHQV�
WR�KHU�KXVEDQG¶V�PHVVDJH�WKURXJK�D�YRLFH�V\QWKHVL]HU�´�
7KLV�VHUYLFH�DURXVHV�D�VLPLODU�IHHOLQJ�DV�6LJQ�/DQJXDJH�H�
OHDUQLQJ��DW�OHDVW�IRU�WKRVH�ZKR�FDQ�VLJQ�YHU\�ZHOO��VLQFH�“I 
would prefer to see him directly signing instead of hearing 
the voice synthesizer”� EHWWLQJ� IRU� WKH� FRQFHSW� RI� D� PRUH�
UHDOLVWLF� FRQYHUVDWLRQ�� 7KHUHIRUH�� IRU� VRPHRQH� QRW� DEOH� WR�
VLJQ�ZHOO�RU�DW�DOO��D�VHUYLFH�OLNH�WKLV�ZRXOG�EH�FRQVLGHUHG�DV�
D�JRRG�LGHD�
4.2.3 Play Sign Language 
7KLV�VFHQDULR�LV�DV�IROORZV��
³6XVDQ� KDV� D� JDPH�FRQVROH�ZKLFK� LQFOXGHV� D� FDPHUD��6KH�
ZDQWV�WR�SOD\�ZLWK�KHU�QHLJKERXU�JLUO��7KH\�ORYH�WR�SOD\�DQ�
HGXFDWLYH� DGYHQWXUH� JDPH� WKDW� PDNHV� \RX� SUDFWLFH� VRPH�
VLJQ� ODQJXDJH� H[SUHVVLRQV�� 8VLQJ� WKH� YLGHR� IURP� WKH�
FDPHUD�� 6,*163($.� WHFKQRORJ\� DVVHVVHV� WKH�
TXDOLW\�FRUUHFWQHVV� RI� WKH� VLJQV� DQG� WKH� JDPH� JLYHV� 6XVDQ�
IHHGEDFN�DERXW�KRZ�WR�LPSURYH�KHU�VLJQ�ODQJXDJH�DELOLWLHV��
$V� WKH� QHLJKERXU� JLUO� JHWV� EHWWHU�� VKH� PRYHV� IRUZDUG� WKH�
OHYHOV�RI�WKH�JDPH��7KH\�LPSURYH�WKHLU�FRPPXQLFDWLRQ�YHU\�
ZHOO�WKURXJK�SOD\LQJ�WKH�JDPH�´�
)LQDOO\� WKH� JDPH� IRU� SUDFWLFLQJ�6LJQ�/DQJXDJH�ZDV� UHDOO\�
ZHOFRPHG� VLQFH� “playing with sign language is the best 
way to learn it. If it is more formal as in the school, then 
children would get very bored.”�
4.2.4 VideoSL mail 
7KLV�VFHQDULR�LV�DV�IROORZV��
³0DU\�ZDQWV� WR� VHQG� DQ� HPDLO� WR� VHYHUDO� SHRSOH��6RPH�RI�
WKHP� FDQ� KHDU� ZKLOH� RWKHUV� FDQQRW�� 6KH� UHFRUGV� D� YLGHR�
VLJQLQJ� DQG� VKH� VHQGV� LW�� 6,*163($.� WHFKQRORJ\�
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WUDQVODWHV� WKH� VLJQ� ODQJXDJH�PHVVDJH� LQWR� WH[W� DQG� WKHQ� LW�
VHQGV� WKH�HPDLO�ZLWK� WKH�YLGHR�DQG� WKH� WH[W�PHVVDJH� WR�DOO�
WKH�DGGUHVVHHV�´�
9LGHR6/� PDLO� ZDV� FRQVLGHUHG� DV� JRRG� DQG� VXLWDEOH� WR�
6,*163($.�WHFKQRORJ\��$GGLWLRQDOO\��LW�ZDV�GHWHFWHG�DV�D�
SRVVLEOH� DSSOLFDWLRQ� IRU� OHDUQLQJ�� “Hearing people would 
learn sign language by reading the text. Text and sign 
language should be next to each other in the system.”�

5. The Prototype: VideoSL Mail 
6LQFH�RQH�RI�WKH�PDLQ�JRDOV�RI�6,*163($.�SURMHFW�ZDV�WR�
DQDO\VH� WKH� LQGXVWULDO� DSSOLFDWLRQ� RI� 6,*163($.�
WHFKQRORJ\� LQ� RUGHU� WR� IXOO\� XQGHUVWDQG� WKH� SRVVLEOH�
LPSOLFDWLRQV� RI� WKH� LQWHJUDWLRQ� RI� WKLV� WHFKQRORJ\�� ILQDOO\��
EDVHG� RQ� WKH� H[SHUWV¶� RSLQLRQV� DQG� WKH� OLPLWDWLRQV� RI�
6,*163($.� WHFKQRORJ\� �L�H�� QRQ�UHDO�WLPH� SURFHVVLQJ���
WKH� 9LGHR6/� PDLO� VFHQDULR� ZDV� VHOHFWHG� IRU� WKH�
GHYHORSPHQW�RI� D� SURWRW\SH��7KLV� VFHQDULR�ZDV�GHYLVHG� DV�
HPSOR\LQJ� D� VLPLODU� FRQFHSW� RI� XVH� DV� *RRJOH� 9RLFH�
DXWRPDWLF�YRLFHPDLO�WUDQVFULSWLRQ��KHOSLQJ�D�VLJQHU�KHDULQJ�
JURXS�RI� IULHQGV� WR� VRFLDOLVH� WRJHWKHU�ZLWKRXW� WKH�QHHG� IRU�
LQWHUSUHWHUV��
7KH�PDLQ�DGYDQWDJHV�SXUVXHG�ZLWK�WKLV�SURWRW\SH�DUH��
x 7H[W�SUHYLHZLQJ�RI�WKH�YLGHR�PHVVDJHV��7KLV�IHDWXUH�LV�

SDUWLFXODUO\�RULHQWHG� WR� WKRVH� GHDI� SHRSOH� FRPIRUWDEOH�
ZLWK�UHDGLQJ��

x $ELOLW\�WR�VHDUFK�RI�LQIRUPDWLRQ�LQ�YLGHR�GDWD��
x $OORZLQJ�GHDI�SHRSOH�WR�H[SUHVV�WKHPVHOYHV�XVLQJ�6LJQ�

/DQJXDJH��
x 0DNLQJ�LW�SRVVLEOH�WKDW�QRQ�VLJQHUV�KHDULQJ�SHRSOH�FDQ�

XQGHUVWDQG�D�PHVVDJH�H[SUHVVHG�LQ�6LJQ�/DQJXDJH��

5.1 Architecture 
7HOHIyQLFD� 5	'� KDV� LPSOHPHQWHG� D� IUDPHZRUN� DQG� XVHU�
LQWHUIDFH� EDVHG� XSRQ� PDQ\� RI� WKH� SULQFLSOHV� RI� FORXG�
FRPSXWLQJ�� 7KLV� IUDPHZRUN� ZLOO� SURYLGH� D� IOH[LEOH�
FRPPXQLFDWLRQV� LQIUDVWUXFWXUH� IRU� GHYHORSLQJ�
6,*163($.�VHUYLFHV��&ORXG�FRPSXWDWLRQ�LV�GHILQHG�DV�WKH�
SURYLVLRQ� RI� FRPSXWLQJ� VHUYLFHV� RYHU� WKH� ,QWHUQHW� LQ� D�
PDQQHU�UHPLQLVFHQW�RI�WKRVH�RI�SXEOLF�FRPPRGLWLHV�VXFK�DV�
HOHFWULFLW\�RU�ZDWHULQJ�V\VWHPV��7KXV��LW�LV�D�ZD\�WR�RIIORDG�
SURFHVVLQJ�RI�GDWD�WR�SODFHV�RWKHU�WKDQ�WKH�XVHU¶V�V\VWHP��
,Q� )LJXUH� ��� WKH� JHQHUDO� DUFKLWHFWXUH� GLDJUDP� GHYLVHG� IRU�
6,*163($.� VHUYLFH� LV� VKRZQ��7KH�GHYLFHV� FRPPXQLFDWH�
GLUHFWO\�XVLQJ�D�ZHE�EDVHG� LQWHUIDFH�VXFK�DV�D�EURZVHU� �LQ�
WKH�FDVH�RI�D� WUDGLWLRQDO�3&��RU�XVLQJ�D�PRELOH�DSSOLFDWLRQ�
WKDW�DGDSWV�WKH�8,V�WR�WKH�SDUWLFXODULWLHV�RI�D�PRELOH�GHYLFH�
�WKDW� FRXOG� EH� HLWKHU� D� WDEOHW� RU� D� VPDUWSKRQH��� 7KHVH�
DSSOLFDWLRQV�FRPPXQLFDWH� WKHLU� WUDQVODWLRQ� UHTXHVWV� �LQ� WKH�
ILJXUH�� WKLV� FKDQQHO� LV� PDUNHG� ZLWK� JUHHQ� DUURZV�� YLD� WKH�
ZHE� LQWHUIDFH� WR� WKH� 6,*163($.� VHUYHUV�� 7KH� ZHE�
LQWHUIDFH�LV�D�VWDQGDUG�:HE�6HUYLFH�WKDW�DFFHSWV�EDVLF�GDWD�
VXFK� DV� WKH� VWUHDP�ORFDWLRQ� RI� WKH� LQSXW� YLGHR� DQG� VRPH�
VHWWLQJV� IRU� WKH� WUDQVODWLRQ� �H�J��� DGGUHVVHH� RU� WLPLQJ�
FRQVWUDLQWV���7KH�-RE�6FKHGXOHU�LV�D�PRGXOH�WKDW�JDWKHUV�DOO�
WKH� WUDQVODWLRQ� UHTXHVWV�DQG�JHQHUDWHV�D� OLVW�RI� ³WUDQVODWLRQ�
MREV´� WR� EH� H[HFXWHG�� )LQDOO\�� WKH� MREV� DUH� VHQW� WR� WKH�

6,*163($.�WUDQVODWLRQ�SLSHOLQH�DQG� WKH� UHVXOWV�DUH� WRUHG�
LQWR�WKH�GDWDEDVH��EHLQJ�DYDLODEOH�DW�UHTXHVW��

�
)LJXUH����7KH�6,*163($.�&ORXG�DUFKLWHFWXUH�

5.2 User interface 
,Q�RUGHU�WR�VLPSOLI\�WKH�SRUWDELOLW\�RI�WKH�LQWHUIDFHV�EHWZHHQ�
GLIIHUHQW� GHYLFHV� DQG� SODWIRUPV�� WKH� XVHU� LQWHUIDFH� ZDV�
LPSOHPHQWHG�XVLQJ�+70/��DQG�-DYD6FULSW��PDNLQJ�XVH�RI�
6HQFKD�7RXFK�OLEUDU\���,WV�PDLQ�IHDWXUHV�DUH��
x (DV\�XVHU�LQWHUDFWLRQ��0DLOV�DUH�SUHVHQWHG�LQ�D�YHUWLFDO�

FDURXVHO�� VR� XVHUV� FDQ� XVH� XS�GRZQ� VZLSH� JHVWXUHV� WR�
YLHZ�WKH�PDLOV��

x )LOWHULQJ� FDSDELOLWLHV�� 7KH� VHDUFK� IXQFWLRQDOLW\� LV�
DFFHVVHG� WKURXJK�D� WH[W�ER[�DQG� LW�PDNHV�SRVVLEOH� WKH�
H�PDLO� ILOWHULQJ� EDVHG� RQ� WKH� H�PDLO� ERGLHV� RU� RQ� WKH�
WUDQVODWLRQV�JHQHUDWHG�E\�6,*163($.��

x 4XLFN� XVH� IHDWXUH��8VHUV� FDQ� VHOHFW� VRPH� YLGHRV� DV� D�
VRUW�RI�IUHTXHQW�UHSOLHV�DQG�WKHQ�DWWDFK�WKHP�WR�WKHLU�H�
PDLOV�XVLQJ�D�GUDJ�DQG�GURS�SDUDGLJP��
�

�
)LJXUH����9LGHR6/�PDLO�XVHU�LQWHUIDFH�

5.3 User Experience evaluation 
,Q� FROODERUDWLRQ� ZLWK� (8'� D� XVHU� HYDOXDWLRQ� KDV� EHHQ�
FDUULHG� RXW� WR� JDLQ� LQVLJKWV� DERXW� WKH� VXLWDEOH� SHUIRUPLQJ�
DQG�DFFHSWDQFH�RI�WKH�9LGHR6/�PDLO�VHUYLFH��
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7KH�SURWRW\SH�ZDV�LQVWDOOHG�LQWR�D�WRXFK�WDEOHW�GHYLFH�DQG�D�
WDVN�JXLGHG� HYDOXDWLRQ� ZDV� FDUULHG� RXW� E\� �� XVHUV�� 2QFH�
WKH\� KDG� LQWHUDFWHG� ZLWK� WKH� DSSOLFDWLRQ�� WKH\� ILOOHG� RXW� D�
TXHVWLRQQDLUH�� 6RPH� RI� WKH� IDFWRUV� DGGUHVVHG� E\� WKLV�
SUHOLPLQDU\�HYDOXDWLRQ�DUH��
x 3UHYLRXV� H[SHULHQFH� UHJDUGLQJ� HPDLO� VHUYLFHV� DQG�

WDEOHW�3&�GHYLFHV��
x /LNHDELOLW\�RI�WKH�VHUYLFH��
x 6\VWHP�SHUIRUPDQFH��
x 8VHIXOQHVV�RI�WKH�VHUYLFH��
x :LOOLQJQHVV�WR�EX\��
x 2YHUDOO�DFFHSWDQFH��
$IWHU� JDWKHULQJ� DQG� LQWHUSUHWLQJ� XVHUV¶� IHHGEDFN�� WKH� ILUVW�
UHVXOWV� VKRZ� D� KLJK� DFFHSWDQFH� DQG� H[FLWHPHQW� DERXW� WKLV�
V\VWHP�DQG�KRZ�LWV�GDLO\�OLIH�ZRXOG�EH�PXFK�HDVLHU�WKDQNV�
WR�WKH�XVH�RI�WKLV�WHFKQRORJ\��

6. Conclusions 
,Q� WKLV� SDSHU�� 6,*163($.� SURMHFW� KDV� EHHQ� SUHVHQWHG��
IRFXVLQJ�RQ�RQH�RI�LWV�PDLQ�FKDOOHQJHV��L�H��KRZ�WR�LPSURYH�
WKH� FRPPXQLFDWLRQ� EULGJH� EHWZHHQ� VLJQHU� DQG� KHDULQJ�
FRPPXQLWLHV�� 7HOHIyQLFD� 5	'� DV� WKH� PDLQ� LQGXVWULDO�
SDUWQHU� RI� WKH� SURMHFW� KDV� DGGUHVVHG� WKLV� FKDOOHQJH�� ILUVWO\�
VWXG\LQJ� WKH� PDLQ� QHHGV� RI� SRWHQWLDO� XVHUV�� DQG� WKHQ�
FUHDWLQJ� DQ� DSSOLFDWLRQ� SURWRW\SH� RI� D� 9LGHR6/� HPDLO�
VHUYLFH��VWLOO�ZLWKRXW�IXOO�IXQFWLRQDOLW\�GXH�WR�WKH�OLPLWDWLRQV�
RI�WKH�VWDWH�RI�WKH�DUW� WHFKQRORJ\�IRU�D�UHDO�WLPH�RSHUDWLRQ��
EXW�DEOH�WR�SURYLGH�D�VLPLODU�8VHU�([SHULHQFH�WR�WKDW�WKDQ�D�
UHDO�VHUYLFH�ZRXOG�FDXVH����
$�SUHOLPLQDU\�XVHU¶V�IHHGEDFN�KDV�EHHQ�FROOHFWHG��VKRZLQJ�
KRZ�H[FLWHG�WKH\�DUH�DERXW�WKLV�SURWRW\SH��EXW�DOVR�PDNLQJ�
XV�DZDUH�RI�WKH�QHFHVVLW\�RI�FRQWLQXLQJ�WKH�5HVHDUFK�RQ�WKLV�
WHFKQRORJ\�ILHOG���
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Abstract  
One requirement of a sign language corpus is that it should be machine-readable, but only a systematic approach to annotation that 
involves lemmatisation of the sign language glosses can make this possible at the present time. Such lemmatisation involves grouping 
morphological and phonological variants together into a single lemma, so that all related variants of a sign can be identified and 
analysed as a single sign. This lemmatisation process is made more straightforward by the existence of a comprehensive lexical 
database, as in the case for Australian Sign Language (Auslan). When annotation of data collected as part of the British Sign Language 
(BSL) Corpus Project began, no such lexical database for BSL existed. Therefore, a lemmatised BSL lexical database was created 
concurrently during annotation of the BSL Corpus data. As part of ongoing work by the Deafness Cognition & Language Research 
Centre, this lexical database is being developed into an online BSL dictionary, BSL SignBank. This paper describes the adaptation of 
the Auslan lexical database into a BSL lexical database, and the current development of this lexical database into BSL SignBank.  
 
Keywords: corpus, lexicon, dictionary, lemmatisation, British Sign Language, ID gloss 
 

1. Introduction 
A systematic approach to corpus annotation that involves 
lemmatisation of glosses is required to make a sign 
language corpus into a true linguistic corpus in the sense 
intended by McEnery and Wilson (1996) – i.e., a finite, 
accessible, representative set of language recordings that 
is machine-readable. Such lemmatisation involves not 
only grouping together morphological but also 
phonological variants into a single lemma, so that all 
related variants of a sign can be identified and analysed as 
a single sign. This lemmatisation process is made more 
straightforward by the existence of a comprehensive 
lexical database, as in the case for Australian Sign 
Language (Auslan) (Johnston, 2001). When lexical 
annotation of data collected as part of the British Sign 
Language (BSL) Corpus Project (Schembri, Fenlon, 
Rentelis, & Cormier, 2011) began in 2011, no such lexical 
database for BSL existed. Publicly available BSL 
dictionaries (e.g., Brien, 1992) focused on translation 
equivalents and were not lemmatised in a way which 
would allow ID glossing, i.e., type-token matching 
(Johnston, 2010). In order to lemmatise the data for the 
purposes of the BSL Lexical Frequency Study, a lexical 
database for BSL was created concurrently during 
annotation. As part of ongoing work by the Deafness 
Cognition and Language Research Centre (DCAL, 2011-
2015), this lexical database is being developed into an 
online BSL dictionary, BSL SignBank. Here we describe 
the adaptation of the Auslan lexical database (Johnston, 
2001) into a BSL lexical database, and the current 
development of this lexical database into an online BSL 
dictionary.  

2. BSL Lexical Database (BLD) 
When planning annotation of the BSL Corpus data, we 
began by taking advantage of the fact that a lexical 

database for Auslan (a sign language variety closely 
related to BSL which shares much of the same lexicon) 
already existed (Johnston, 2001). The Auslan lexical 
database (ALD) was initially created as an offline 
database, first in tabular format in Microsoft Word and 
then later HyperCard, then FoxPro, then FileMaker Pro. 
As of 2004, the Auslan lexical database additionally 
exists as an online dictionary as Auslan SignBank 
(http://www.auslan.org.au). The dictionary contains 
approximately 7000 entries (4000 of which are publicly 
viewable) and is organised in an order based on 
phonological parameters (Johnston, 2003). This ordering 
aids in identifying signs that are homonyms (or near 
homonyms) as signs that are formationally the same (or 
similar) end up as entries that are adjacent to each other, 
so that decisions about whether these signs are homonyms 
or not can be made more easily. 
 
Because of the ease of manipulating an offline database in 
FileMaker Pro (e.g. adding/deleting/editing entries, 
searching, sorting), as opposed to a bespoke online 
database which requires a programmer for manipulation, 
we began by cloning the offline FileMaker Pro version of 
Johnston’s Auslan lexical database in early 2011. This 
was the beginning of the BSL Lexical Database (BLD).  
 
Annotators began lexical annotation of the BSL Corpus 
data by first searching BLD for keywords linked to the 
meaning of each BSL sign in the corpus video. If the sign 
already existed in BLD (i.e., if it was an Auslan sign that 
had been carried over into BLD), annotators ensured that 
the sign was coded as a BSL sign if it had not been 
already, and used that entry to annotate the sign in 
question (either with the Auslan ID gloss, or with a 
different ID gloss if needed).  For BSL signs that were not 
in BLD already (i.e., they were not Auslan signs from 
ALD), annotators added entries for these BSL signs. New 
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entries included very basic lexical attributes: ID gloss, 
movie clip, and keywords (English translation 
equivalents). The BSL Corpus team met weekly to 
discuss lemmatisation issues. (See §3.1 for more on 
lemmatisation.) 
 
The BSL Lexical Frequency Study (LFS) (Cormier, 
Fenlon, Rentelis, & Schembri, 2011) was based on 
approximately 25,000 lemmatised sign tokens from the 
conversational data in the BSL Corpus, annotated using 
BLD.  These 25,000 sign tokens represented 2506 signs, 
including ‘partly-lexical’ signs (e.g., pointing signs and 
classifier constructions) and ‘non-lexical’ signs (e.g., 
constructed action). (Annotations were carried out 
following Johnston’s guidelines for the annotation of the 
Auslan corpus, www.auslan.org.au/about/annotations/.) 
Roughly 16,000 sign tokens from the LFS (representing 
roughly 1500 sign types) were lexical signs, and all of 
these signs are represented in BLD. Preliminary 
annotation of an additional 25,000 sign tokens from the 
conversation data and also concurrent ID glossing of sign 
tokens from the lexical elicitation task resulted in the 
inclusion of approximately 1800 sign types in BLD as of 
mid-2011. 

3. From BLD to BSL SignBank 
Although work on the LFS was completed with the end of 
the BSL Corpus Project in June 2011, further 
development of BLD continued, as part of DCAL’s plan 
to create a corpus-based online dictionary and reference 
grammar (2011-2015).  
 
The first step in adapting BLD into an online dictionary 
was to check form-meaning pairings between similar 
signs within the database. This initially entailed fitting the 
newly added signs (approximately 700 of the 1800 BSL 
lexical signs in BLD) into the numbering system outlined 
in Johnston (2003). This numbering system has signs 
ordered by the handshape of the dominant hand, 
following an order that roughly follows the order of 
numeral signs (and thus, the number of extended fingers) 
in Auslan from zero upwards. Within each handshape, 
one-handed signs are first, followed by signs made with 
two hands that have the same handshape (double-handed 
signs in Johnston’s terminology), followed by signs with 
two hands that have different handshapes (two-handed 
signs in Johnston’s terminology). Within this, signs were 
then ordered by primary location, from the top of the head 
downward. Ordering beyond these features (handedness, 
handshape, and location) then roughly followed a series 
of other phonological parameters (e.g. symmetry, 
orientation, location on non-dominant hand, and contact). 
However, as Johnston (2003:456) notes:  
 
“The Auslan dictionaries only partially implemented the 
finer decision schema… because, in practice, 
discrimination beyond three or four levels within the 
decision schema has not been necessary in order to 
sequence most lexical signs. The reason for this is simply 
that the data contain few exemplars of more finely 
discriminated lexical signs. Indeed, even in those 
handshape sections that contain hundreds of distinctive 
signs, often no need arose to adhere to any strict 
sequencing beyond the major and minor features and 

secondary tabulation.” 
  
Attempting to add 700 BSL signs into this numbering 
system quickly proved to be problematic, particularly for 
dense phonological neighbourhoods. For example, Auslan 
and BSL both have many double-handed signs in neutral 
space with unmarked handshapes (e.g., with the 1 
handshape or 5 handshape). Because there was no strict 
sequencing for Auslan signs via Johnston’s (2003) system 
beyond the major parameters and a few minor parameters 
(because, as noted above, it was not needed for Auslan 
signs), it became difficult to find only one appropriate 
position within the numbering system where these signs 
belonged. After attempting to add in a few hundred BSL 
signs into the Johnston numbering system, we found that 
we ended up with several clusters of phonologically 
similar signs scattered throughout these dense 
phonological neighbourhoods, which made it increasingly 
difficult to find homonyms, near-homonyms, minimal 
pairs, and near minimal-pairs (which was meant to be one 
of the purposes of the numbering system in the first place 
– to easily identify these similar signs to check 
lemmatisation).  
 
It became clear that the only way to check phonologically 
similar signs to ensure proper lemmatisation (e.g., that 
homonyms had been distinguished) was to code 
phonological information for each of the entries in the 
database first, on the assumption that these would 
represent tentative lemmata until proper lemmatisation 
could be done.  There were several options for 
phonological coding of the lexical entries in BLD. One 
was to use a standard notation system like HamNoSys 
(the Hamburg Notation System). The Auslan lexical 
database contained HamNoSys transcriptions for each 
entry. However, HamNoSys is a phonetic transcription 
system, a much greater level of phonetic detail than was 
needed for organisation/sorting of the database.  
Furthermore, we needed the ability to search for/sort by 
various combinations of phonological parameters. 
HamNoSys transcriptions consist of a string of symbols, 
and sorting via parameters representing the symbols in the 
middle of the string would not have been straightforward. 
It is for this reason that the Auslan lexical database 
contains fields that redundantly encode information about 
the major phonological parameters for each Auslan entry 
(handedness, handshape and location). Thus the next step 
was coding for these major phonological attributes for the 
1800 BSL signs from the BSL Corpus Project. Fields for 
other phonological parameters (e.g., movement) will be 
added after a first attempt at lemmatisation via 
searching/sorting, to see what kinds of parameters will be 
needed to distinguish signs at a detailed level.  
 
Before such searching/sorting for lemmatisation purposes 
can take place, the database needs to contain a certain 
core vocabulary.  If this is not the case, entries would 
need to be re-lemmatised after core vocabulary is added. 
It thus helps to try to ensure that core vocabulary is 
included before this process takes place. There is no easy 
way to systematically determine what “core” signs might 
be missing from BLD, which was based largely on 
spontaneous conversational data.  However, the lexicon of 
BSL has been documented to a degree in previous 
dictionaries. The only such dictionary based on linguistic 
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principles similar to those in the ALD is Brien (1992), 
which contains just under 1800 lexical entries. Thus, one 
way to ensure that the lexical database contained 
important core vocabulary was to check if signs in Brien 
(1992) were in BLD and if they were not, to add them to 
the database. Based on previous work by Johnston and 
Schembri (1999), we were aware that signs in Brien 
(1992) had not been systematically lemmatised, but the 
degree to which this was true quickly became apparent 
once we began including lexical items from the 
BSL/English dictionary in the BLD. Homonyms in Brien 
(1992) are typically combined into one entry1, while signs 
that are clearly phonological variants are sometimes listed 
as separate variants for no apparent reason. Thus the 
process of including signs from Brien (1992) in the BLD 
required us to lemmatise and/or re-lemmatise those 
entries (e.g. by considering the relationship between the 
Brien (1992) signs and potential phonological/lexical 
variants that already existed in BLD). 

3.1 Lemmatisation 
Here we outline the principles and procedures that we 
used in lemmatising signs that were added to BLD as part 
of the Lexical Frequency Study under BSLCP, and 
subsequently in lemmatising (and re-lemmatising) signs 
from Brien (1992) into/with signs from BLD. 
 
On a basic level, decisions about lemmatisation during 
annotation were made based on form and meaning. Two 
sign tokens A and B with the same form and the same 
meaning were considered to constitute a single lemma, 
with one ID gloss attributed to them. It is important to 
note that an ID gloss is not “the meaning” of the sign; it is 
simply a unique label given to a lexical item in order to 
aid in consistent identification of lexical items during 
annotation (Johnston, 2010). The meaning (via 
definitions) and/or English translation equivalents are 
stored in the lexical database. English mouthing was 
ignored for the purposes of lemmatisation, although of 
course mouthing can be used in determining some 
elements of meaning. 
 
Lemmatisation involves not only grouping phonological 
variants but also morphological variants into a single 
lemma. Therefore, morphological modifications used in 
particular tokens such as directionality/agreement 
marking, number marking, aspect marking, etc were not 
used to distinguish lemmas. 
 
Two sign tokens A and B with clearly different lexical 
meanings were considered to constitute two different 
lemmas, with a different ID gloss given to each one. This 
was the case regardless of whether the phonological forms 
were completely different, similar, or identical.  
 
Beyond this basic level, there are various possibilities 
with similar/different forms and meanings. These are the 
primary criteria we considered: 
 

                                                             
1 The combination of homonyms into a single entry is actually 
not uncommon within lexicography, as distinguishing similar 
versus different meanings can be difficult even for spoken 
languages (Atkins & Rundell, 2008).  

Phonological variants. If sign tokens A and B differ in 
only one phonological parameter, and the meanings are 
the same or similar, then A and B are likely to be 
phonological variants of one lemma. For example, BSL 
MOTHER(M-hand) and MOTHER(B-hand), shown in 
Figures 1a and 1b, differ only in handshape and have the 
same meaning. These two phonological variants are both 
part of the lemma represented by the ID gloss MOTHER.  
 
 
 
 
 
 
 
 
 

Figures 1a and 1b: Phonological variants of lexeme 
MOTHER: MOTHER(M-hand) and MOTHER(B-hand) 

 
Lexical variants. If sign tokens A and B differ in more 
than one phonological parameter, and the meanings are 
the same or similar, then A and B may be lexical variants 
(separate lemmas). For example, BSL NIGHT1 is 
produced with two flat hands in neutral space, and 
NIGHT2 is produced with a bent-V handshape at the 
nose, as shown in Figure 2. These two lexical variants 
which have the same meaning (both have English 
translation equivalents of ‘night’, ‘tonight’, ‘evening’, 
‘dark’) are distinguished in the ID gloss with numbers.  
 
 
 
 
 
 
 
 
 
 

 
 
 

 
Figures 2a and 2b: Lexical variants NIGHT1 and 

NIGHT2 
 
Homonyms. If sign tokens A and B differ in meaning but 
have the same phonological form, these forms are 
homonyms (separate lemmas). For example, both BSL 
BROTHER and MARCH-MONTH are produced with 
two A-hands in neutral space brushing against each other 
with alternating movement, as shown in Figure 3.  
 
 
 
 
 
 
 
 

 
Figures 3a and 3b: Homonyms BROTHER and MARCH-

MONTH 
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There were also additional criteria that were considered 
during lemmatisation beyond form and meaning: 
  
Association of variant with social factors. Even if two 
variants A and B have the same meaning and differ only 
in one parameter, if one of the variants has a strong 
association with a particular social group (e.g. region, age, 
gender) or particular register (e.g. child-directed signing), 
this may be enough to lemmatise it separately. For 
instance, in addition to MOTHER as in Figure 1 above, 
there are other variants meaning ‘mother’ with similar 
handshapes to MOTHER (as seen in Figure 1 above) but 
produced at the forehead. However, these additional 
variants (shown below in Figure 4) were judged to 
constitute a separate lexeme from MOTHER since they 
are thought to be found in child-directed signing (i.e., they 
are associated with English translation equivalents 
‘mummy’ and ‘mum’ in addition to ‘mother’). In addition 
to this, the sign MOTHER is clearly a single manual letter 
sign (derived from two-handed fingerspelled M), whereas 
the relationship between MUM and the two-handed 
manual alphabet is less clear (we assume that the M-hand 
variant is a post-hoc initialisation of the original sign), as 
described below in §3.2. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figures 4a and 4b: Lexeme MUM (two phonological 
variants, MUM(B-hand) and MUM(M-hand) 

 
Morphological differences in variants. If variant A can 
take different morphological modifications compared to 
variant B (e.g. agreement/directionality, aspect marking, 
number marking), this may be enough to lemmatise them 
separately even if they are phonologically similar.  
 
For each pair or set of sign tokens in question, all of the 
above criteria were considered when determining whether 
variants belonged to the same or different lemmas. Often 
these criteria compete with each other, and sometimes 
decisions have to be made on the basis of competing 
criteria that may be of equal importance. This means that 
it can be a considerable challenge maintaining 
consistency in principles of lemmatisation across all the 
data.  
 

3.2 Citation form or headword status 
Given a set of phonological variants, for the purposes of a 
lexical database and/or dictionary, one may want to 
ascribe headword (or citation form) status to one of these 
variants. This is not always necessary, as it is possible to 
have phonological variants listed in a lexical database 

with ID glosses that do not ascribe primary status to any 
single variant (e.g. with distinguishing phonological 
information as part of the ID gloss). However, because 
BLD had been created as part of a study on lexical 
frequency under BSLCP, it was only lexical variants that 
were important, not phonological variants. Thus 
phonological variants were not distinguished in the LFS 
annotations nor were they distinguished as separate 
entries in BLD. For each BLD entry with known 
phonological variants, one of those variants was chosen as 
the headword, or citation form – i.e. the form shown in 
the movie clip and the form for which phonological 
information is coded in BLD. Citation forms were 
decided based on these criteria:  
 
Frequency (or assumed frequency). Given two 
phonological variants A and B, the variant with the 
highest frequency, or assumed frequency if there is no 
frequency information available, or the variant that is 
most widely used/understood across all social groups, 
could be considered the citation form or headword. 
 
Phonological processes. Given two phonological variants 
A and B, if there is a known phonological process that 
could explain the change from A to B, then variant A 
could be considered the citation form or headword. Such 
phonological processes include change of sign location to 
one closer to centre of the body (Lucas, Bayley, Rose, & 
Wulf, 2002; Schembri et al., 2009), change in 
phonological parameter from more complex/marked to 
less complex/marked value (Battison, 1974, 1978), or 
distalisation of a variant from use of joints closer to the 
body to use of joints further away from the body (Mirus, 
Rathmann, & Meier, 2001). For example, the sign 
TOMORROW may be produced with movement of the 
elbow joint, wrist joint, and/or joint at the large knuckle 
of the index finger. The most distalised variant uses 
primarily the large knuckle joint only. The citation form 
as shown in Figure 5 includes the use of the more 
proximal elbow joint.  
 
 
 
 
 
 
 
 
 

Figure 5: Citation form for TOMORROW 
 
Iconicity. Given two phonological variants A and B, if A 
is more iconic than B, then A could be considered the 
citation form or headword, on the assumption that iconic 
signs become more arbitrary over time (Frishberg, 1975; 
Klima & Bellugi, 1979).  
 
Nativisation processes. If A and B are both lexical signs 
with some association with fingerspelling (e.g. via 
initialisation or fingerspelled loan), but A is closer to the 
fully fingerspelled word, then A could be considered the 
citation form or headword, following nativisation 
processes of fingerspelled forms (Brentari & Padden, 
2001; Cormier, Schembri, & Tyrone, 2008).  For 

10



example, MOTHER(M-hand) as shown in Figure 1 above 
is considered the citation form for the lemma MOTHER, 
because as noted above the M-hand variant is clearly a 
single manual letter sign derived from two-handed 
fingerspelled M .  
 
Prestige (or assumed prestige) status. Given two 
phonological variants A and B, if variant A but not 
variant B is strongly associated with a social group that is 
known or assumed to carry prestige (e.g., region, native 
signer language background, etc), then variant A could be 
considered the citation form or headword. 
 
Listing in other dictionaries (e.g. Brien 1992). Given two 
phonological variants A and B, if variant A is listed in 
another national BSL dictionary, especially Brien (1992), 
then variant A could be considered the citation form. 
 
As with lemmatisation, these criteria were considered 
together rather than in isolation, and each set of related 
variants is considered on a case-by-case basis. For 
example, although given the two phonological variants 
MUM(B) and MUM(M) shown in Figure 4 above differ 
in the same way that MOTHER(B) and MOTHER(M) 
differ (i.e., handshape), the citation form for MUM is 
considered to be MUM(B) rather than MUM(M), due to 
the (assumed) frequency of MUM(B) over MUM(M) and 
also the fact that the B-hand variant is less likely to have 
been derived directly from the fingerspelled letter M 
which is located on the non-dominant hand (as noted 
above). None of the criteria are given particular 
preference overall, although (assumed) prestige status and 
listing in other dictionaries are rarely considered unless 
none of the other criteria are useful in determining 
citation form or headword. 
 
The challenges for determining citation form are similar 
to the challenges for lemmatisation as noted above. That 
is, criteria can compete with each other. For example, 
one-handed versus double-handed variants are complex. 
They could be explained via the phonological process of 
weak drop (Battison, 1974; Brentari, 1998) with the 
double-handed variant as citation form which can become 
one-handed. On the other hand, as Frishberg (1975) notes, 
one-handed signs can also become two-handed via a 
general process of signs tending towards symmetry, 
particularly for signs produced below the neck (outside 
the area of highest visual acuity), although Frishberg 
notes this also occurs with some signs above the neck as 
well. Thus phonological processes generally cannot be 
used to determine whether a one-handed or two-handed 
variant should be attributed headword/citation form 
status. Frequency (or assumed frequency) is often the 
main criterion for these decisions.  

4. Conclusion 
Here we have described the process of adapting an 
existing lexical database for Auslan into a lexical database 
for BSL for the purposes of a study on lexical frequency, 
and the subsequent adaptation of this BSL lexical 
database into an online dictionary, BSL SignBank. The 
primary issues involved in preparing the lexical database 
for launch as an online dictionary involve systematic 
decisions about lemmatisation (in the course of checking 

existing lexical entries and adding new ones from other 
dictionaries) and also decisions about citation form based 
on sets of phonological variants. We have outlined the 
primary criteria used in making these decisions. Such 
criteria are tentative and always evolving as further work 
on the lexical database continues. Once a core set of 
lexical items within BLD has been amassed and 
lemmatised, this will be converted into BSL SignBank 
online, the initial launch for which is planned for 2013. 
This will initially contain at least 2000 entries. Eventually 
we expect BSL SignBank to have a number of entries 
similar to Auslan SignBank (i.e., 4000). It is clear that an 
online dictionary allows for growth and development over 
time in a way that was previously not possible with print 
dictionaries. 
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Abstract 
When glossing of the Corpus NGT started in 2007, there was no lexicon at our disposal to base ID-glosses on. Semantic labels were 
used without ensuring a constant relationship between sign form and gloss. This is currently being repaired by creating a lexicon 
from scratch alongside with the creation of new annotations. This substantial task is still in progress, but promises to lead to several 
new research avenues for the future. The current paper describes some of the choices that were made in the process, and specifies 
some of the glossing conventions that were used. 
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1. Introduction 
In the first release of the Corpus NGT in 2008, a set of 
64,000 glosses for 163 sessions was included in the 
online Language Archive at the Max Planck Institute for 
Psycholinguistics.1 Like the media files, the annotation 
files for most sessions have become publicly accessible. 
Providing an EAF file for every session, also the 
non-annotated ones, enables users to view the 
synchronised movies and any available annotations in 
their browser, using the ANNEX tool.2 ANNEX allows 
for similar searches as ELAN, both in single files and 
within and across corpora. 

As the glosses were created by a diverse group of 
mostly linguistically naïve signers that were 
insufficiently supervised and monitored, the resulting 
annotations were of variable quality. Moreover, for many 
aspects of the glossing, insufficient explicit guidelines 
were available. This paper describes the various steps 
that were taken to improve the glossing since then, 
including the present glossing conventions, working 
towards a second release of a larger set of annotation 
documents with ID-glosses later in 2012. 

2. General issues in glossing signed 
interaction 

Unlike the documentation of spoken languages, samples 
of sign language utterances are typically not glossed in 
the language itself, lacking a commonly used writing 
system or phonetic notation system. Occasionally, 
researchers have used HamNoSys for this purpose. More 
commonly, researchers create glosses in the writing 
system of a spoken language, whether it is the spoken 
language known to the deaf community in question or 
                                                             
1 As the left and the right hand are both assigned a gloss 
annotation in the case of two-handed lexical items, the 
total estimated number of signs is 49,000, of which 
15,000 are two-handed and 34,000 are one-handed. 
2 ANNEX can be opened from the corpus browser at 
http://corpus1.mpi.nl: in the contextual menu of an 
annotation document, an option appears to view the node 
or to perform an annotation content search. 

the language of the publication, typically being English. 
The choice of the spoken language word is typically not 
crucial, as long as it is a label that is semantically 
interpretable with respect to the sign by the target 
audience. By consequence, it may be variable across 
publications, and moreover it is uninformative about the 
form, the precise meaning, or the function of the signed 
word in that particular context. 

While such a strategy is efficient for presenting 
example sign sentences in text documents, Johnston 
(2008) argues that it would be unwise to go about in such 
a loose way when annotating sign corpora. More 
precisely, it is key that all instances of the same sign 
lemma or the same full form are represented by the same 
word. In fact it does not matter what this word is, and it 
could well be a unique number. As long as a unique 
identifier is used, the form in context can be related to a 
lexicon. Johnston calls such glosses ‘ID-glosses’. They 
primarily serve the purpose of providing a unique written 
identifier for every sign instance. In practice, both for 
annotation of new texts and for the interpretation of 
annotated texts, written words form the most practical 
solution for the identification problem, even though they 
may provide the false impression that the full semantics 
of a form in context is covered by the written word that 
forms the gloss. 

Crasborn, Hulsbosch & Sloetjes (2012) describe a 
technical solution within the ELAN annotation software 
that in fact does use a numerical identifier for every 
gloss; it is this identifier that links a given annotation on 
a gloss tier to an external XML file that contains a list of 
lexical items. The surface form of this unique identifier 
that users see is still a text string. This in fact works not 
only for glosses, but for any tier in an annotation 
document for which a (external) controlled vocabulary 
can be defined. 

3. Glossing of the Corpus NGT 

3.1 Initial procedure 
While it is clear that one cannot get around using 
ID-glosses in creating a machine-readable linguistic 
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corpus, actually using them for resources of a particular 
language is contingent on the existence of a lexicon that 
one can refer to with unique identifiers. As no lexicon 
was readily available to the annotators of the Corpus 
NGT to select glosses from and to add new glosses to, 
the original task for annotators was to create a translation 
of the form in context that appeared to be most fit to the 
core meaning of the sign. Thus, specific contextual 
meanings of the sign should not appear in the glosses. 
While it was recognised at the time (2007-2008) that 
some variation in the selection of glosses of any given 
form would ensue, our hope was that it would be 
relatively easy to take into account such variation when 
the corpus would be used for research later on. For 
example, when searching for a sign with a specific 
phonological form, the researcher would always be 
aware that different glosses for that form would have 
been used, and adapt his searching strategies 
accordingly. While there may be some value in this 
approach, it still requires a substantial amount of 
interpretation and action from researchers. We gradually 
acknowledged that this would never lead to a truly 
machine-readable corpus for the lexical level. As the 
signed word is such a basic unit that will be involved in 
nearly any linguistic or technological study, 
machine-readability is especially crucial at this level. We 
therefore decided to create a lexicon specifically for the 
Corpus NGT annotations. 

3.2 A lexicon for NGT corpus annotations 
The creation of the Auslan corpus (Johnston 2008b) 
started long after lexical resources for this language were 
developed by the same researcher (Johnston 1998, 2001). 
Thus, not only was there systematic knowledge of the 
Auslan lexicon, there was also a published resource from 
the same team that could form the basis for ID-glosses. 
For NGT, there is no open access reference lexicon. The 
existing lexical resources published by the Dutch Sign 
Centre are not available for research purposes, nor were 
they created as such. Different subsets have different 
origins, often created for educational purposes. The 
glosses that are used are targeted at easy use by laymen 
in a computer interface or paper dictionary, rather than at 
efficient computer processing. In addition, it is not 
unlikely that the selection of signs does not cover the 
lexicon that is used in the recordings of the Corpus NGT. 
Most crucially, this lexicon could not be expanded 
during the process of corpus annotations, simply because 
the workflow of the Dutch Sign Centre is quite different 
from that of the annotation of the Corpus NGT. For these 
various reasons, it was decided to start to compile a 
lexicon specifically for the Corpus NGT. 

The lexicon started as a simple Excel sheet 
compiling ID-glosses for (regional or other) variants and 
a rough phonological description of each of them. This is 
currently being expanded to include all glosses, 
including semantic categories that do not have variant 
forms (see 3.3.1 below). To facilitate the selection of the 
correct gloss for a particular sign form, three fields were 

added. The first one contains other possible Dutch 
translations of the same sign form. A second column 
displays NGT homonyms, to point out that the same sign 
form has multiple glosses for distinct meanings of the 
sign. A third column contains related ID-glosses (by 
form or meaning) that may easily be confused with one 
another because of resemblance in form, meaning, and/or 
function; this information is especially useful for 
creating new annotations. 

The added value of a corpus-based lexicon like this 
one is reflected by the column with Dutch translation 
variants. Information in this column is not just composed 
by making up possible Dutch translation variants of the 
gloss, but also contains translations actually used for that 
sign form, originally by annotators in the phase of 
intuitive glossing and currently by annotators who create 
annotations on the child tier ‘Meaning’ for a gloss. At 
this moment, we have not yet developed an automatic 
way of harvesting these meanings specified for glosses. 

Currently, a phonological description has been 
created for every ID-gloss. The translation variants, 
homonym, and related glosses columns are used 
extensively. Further, multiple other columns for 
additional information are created. Whenever 
information is available, we specify the origin of a sign 
(a specific region in the Netherlands, derived from 
fingerspelling, a gesture, an ASL loan, etc.), the image a 
sign depicts can be described (COFFEE displays the 
image of grinding of coffee beans), mouthings or mouth 
gestures can be added, and observed or known 
phonetic-phonological variation can be specified, such as 
one-handed occurrences of a sign described as 
two-handed. As the lexicon gradually grows, we expect 
the use of these columns to also increase. 

This Excel-based lexicon is soon to be converted to 
the lexical database LEXUS, probably with more 
structure and built-in links to related glosses. A video 
clip of a citation form of each entry will need to be 
added, as well as links to instances of the full form in 
context in the Corpus NGT. An area of concern is the 
ease of updating the lexicon once it is in LEXUS; this 
will no doubt be less efficient than in Excel. 

3.3 Additional annotation conventions for 
glosses 
In the following paragraphs, we briefly characterise the 
various annotation conventions pertaining to gloss 
annotations. They will appear in a more detailed form 
with further description in Crasborn & de Meijer (in 
prep.). 

3.3.1 General form and labelling of variants 
The general form of glosses is a single Dutch word 
written in capital letters. The word used for the gloss is 
the most neutral choice with respect to meaning and 
grammatical marking. To distinguish between signs with 
the same meaning, but different forms, alphabetical 
suffixes are used. For example, there are entries for 
HOND-A, HOND-B, and HOND-C, being three 
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different signs that all mean ‘dog’. Signs with the same 
form, but unrelated meanings (homonyms) each receive 
their own gloss. 

3.3.2 Signs vs. gestures 
The lexical or gestural status of some sign forms is not 
easily determined. We consider gestures to be 
communicative hand movements that either are also used 
by the community of hearing non-signing speakers of 
Dutch, and/or that do not have a form-meaning 
relationship that can be described, such as beat gestures. 
Emblematic gestures that can be lemmatised (i.e., that 
have a root form and a meaning or other communicative 
function that can be listed) are treated like lexical items 
and are marked in the lexicon as (possible) gestures. All 
other potential gestures are marked by a percentage 
character (%) on the gloss tier. In this way, (possible) 
gestures can easily be retrieved and inspected more 
closely should this be relevant to an investigation; 
alternatively, they can be left out in automatic processing 
of corpus data altogether. 

3.3.3 Morphologically complex forms 
Morphologically complex forms like classifier 
constructions or depicting signs cannot be annotated 
using an ID-gloss, due to their highly context dependent 
form and meaning. However, at least some of their 
components do have a constant form-meaning 
relationship that can be described. Classifiers are glossed 
by a three-partite combination of 1) movement, 2) type, 
and 3) handshape. Thus, the annotation consists of three 
consecutive codes, separated by an underscore ‘_’. 
MOVE_EC_1 for example is a classifier moving through 
space, representing an entity, that has an extended index 
finger as its handshape. It thus likely refers to a long and 
thin entity moving through space, possibly a person.  

Each combination is listed in the lexicon, to 
facilitate data entry and avoid typos. Although some 
aspects of the form are described by the gloss, the 
meaning is left unspecified in the lexicon: there are no 
translation variants of the combinations. Therefore, for 
these glosses, the child tier dedicated to meaning always 
needs to be filled in, with a compact description. In the 
example above, this could be ‘person moves forward’, 
for instance. Signed constructions whose handshape and 
movement show the specific shape of a referent (‘size 
and shape specifiers’) are glossed in a similar manner. 

3.3.4 The Modification tiers 
Further modifications of the movement or other 
components of the constructions that we just discussed 
can equally be characterised on a child tier. For every 
gloss tier (one per hand), there is a ‘Modification’ tier 
that allows for a textual description of the modification. 
These tiers can be used for all types of signs, not just the 
morphologically complex ones. If the example form in 
section 3.3.3 would be modified by an arced movement 
expressing ‘jumping forward’, for instance, this would 
be encoded here, rather than by altering the MOVE 

component. The latter serves to distinguish movement  
through space from being at a specific location (AT), 
mere presence (BE), and action without a path 
movement (ACTION). 

At present, we do not yet have specific annotation 
guidelines for the Modification tiers. We recognise that 
this would be beneficial at some point, distinguishing 
systematic recurrent modifications with a clear 
describable form from more idiosyncratic pantomimic 
modifications of (parts of) signs. Our strategy is to first 
let people intuitively use the tiers, and then after some 
time investigate what type of distinctions are created. 

3.3.5 Some further conventions 
Just as it is most practical to use words instead of unique 
numbers as glosses, for some categories of signs it is 
practical to use additional conventions regarding 
glossing. Although every unique form receives its own 
gloss, the conventions group together certain lexical or 
morphological categories to facilitate retrieval.  

Examples of such further conventions: 
- Hyphens (-) are used to separate multiple words 

representing a single gloss, whereas underscores 
(_) are used in glossing  morphological complex 
forms (see section 3.3.3 above).  

- Pointing signs start with the basic gloss PT; 
several types of pointing signs are specified in 
the lexicon. 

- Compounds of two or more sequential parts are 
glossed by separate annotations for each part, 
and are marked on the meaning tier using ‘^’. 

- Lexical negation is marked using the suffix 
-NIET ‘not’, so that the regular and negated 
forms are next to each other in various 
alphabetically sorted lists, such as in search 
results or in sorted presentations of the lexicon. 

- Numbers are always glossed using digits. 
- Name signs are preceded by an asterisk (*). 
- Fingerspelling is marked by a hedge mark (#). 
- Uncertainty on the part of the annotator is 

marked by a question mark (?) following the 
gloss; such glosses do not receive an ECV link 
(see Crasborn, Hulsbosch & Sloetjes, this 
volume). 

- Double question marks (??) are used for  
unknown signs. These annotations should 
periodically be inspected by native signers other 
than the annotators in order to determine their 
nature. 

3.3.6 A comparison with the Auslan annotation 
guidelines 
As made explicit by Schembri & Crasborn (2010), it is 
desirable to work towards some kind of standardisation 
of annotation conventions for sign language corpora, in 
order to facilitate cross-linguistic research and to 
promote the use of published resources by other research 
groups. We have attempted to copy many of the 
published conventions for the Auslan corpus (Johnston, 
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2011).  
Comparing the two sets of guidelines, the major 

correspondence is in the annotation of the basic gloss, 
based on ID-glosses linked to a lexicon. Other 
conventions, like listed in 3.3.4, show some minor 
differences relating to how the information is encoded. 
Whereas the annotations in the Corpus NGT mainly 
group together certain categories by using a single 
generic character, in the Auslan Corpus this information 
is mostly coded by additional information separated from 
the gloss by a colon or put between brackets. However, 
overall, the same type of information is annotated. We 
choose to relegate additional information about a sign to 
dependent tiers as much as possible (including Meaning, 
Modification, Handshape, and Location), so that there 
can be a link to the External Controlled Vocabulary for 
each form. We hope that separating the ID-gloss from 
additional information will facilitate automated 
processing of annotations, whether within ELAN or by 
creating scripts that work directly with the EAF files. 

3.4 Discussion: conflicting principles 
Ease of processing is thus an important consideration in 
these glossing conventions, complementing linguistic 
principles and sometimes conflicting with them. This is 
true for the very essence of the ID-gloss, a (combination 
of) spoken language word(s) that may not be 
semantically identical to the sign, but it also holds for the 
glossing of compounds, for instance. Our current lexicon 
assumes that every entry consists of a single sign 
syllable. For every syllable, all phonological features can 
be described in a uniform way, avoiding the complexity 
of multiple syllables that have different hand 
configuration or location properties, for instance. As 
NGT has very few compounds or other signs consisting 
of sequences different syllables (van der Kooij & 
Crasborn, 2008), there are not many signs for which the 
workaround for annotating compounds is problematic. 
But for all those that do exist, the properties of the 
component parts can be more easily processed. When 
calculating frequencies of handshapes, for instance, the 
handshapes of single glosses are now automatically 
taken into account, regardless of whether the handshape 
is part of a compound or not. 

4. Applying ID-glosses to an already 
annotated corpus 

In several rounds of revision, we are currently building 
the lexicon list that corresponds to the signs used in the 
Corpus NGT, agreeing upon the ID-glosses at the same 
time. We have gone through many stages in this tedious 
process, from spell-checking to the creation of specific 
conventions for name signs, for instance. The current 
situation of early 2012 is that about 80% of the more 
than 120,000 gloss annotations has a reference to the 
lexicon. These include the most frequent signs in the 
sessions that are glossed until now, as it is these that we 
started to assign ID-glosses to first. The remaining 20% 
consists of various categories, representing both known 

and unknown variation and known and unknown errors. 
Glosses referring to complex signs (depicting signs, 
modified lexical signs, pantomime) number about 
10,000; their annotation as described in section 3.3.3 will 
still take quite some time. A much smaller set consists of 
signs that were unknown to the annotators at the time of 
first annotation, and are marked by double question 
marks; these will need to be inspected by one or more 
native signers. The largest proportion however, an 
estimated 20,000 glosses, are expected to consist of signs 
that are simply used infrequently. There may still 
occasionally be singleton glosses that refer to existing 
items in the lexicon, but we expect that most of them will 
be infrequent signs that have yet to be added to the 
lexicon. The lexicon currently counts 1,800 items; we 
expect it to grow to 4,500 by the time that these 
infrequent signs have all been inspected. 

The lowest level of corrections, repairing typos and 
spelling mistakes, is slowly becoming less necessary 
now that a controlled vocabulary is used for the gloss 
tiers, making manually typed input less and less 
necessary (see Crasborn, Hulsbosch & Sloetjes, this 
volume). 

A challenge that does persist and that is beyond the 
current round of establishing ID-glosses, is deciding 
whether all the variants and homonyms that have been 
created in the lexicon are actually independent lemmata 
or not. As we indicated above, some decisions on when 
to create a new lexical item were made to facilitate 
automated processing, but in other cases there was 
simply a lack of knowledge about (the uses or meanings 
of) a lexical item. It is here that the most difficult task 
lies as soon as a certain level of consistency is 
guaranteed, and it is a challenge for present users of the 
corpus to take the nature of the existing lexicon into 
account. We see this as a consequence of developing a 
lexicon and a corpus in tandem, and improving the 
nature of the lexicon will remain a rocky road for some 
years to come.  

5. Expected developments 

5.1 A second public release of the Corpus NGT 
annotation files 
A second release of the Corpus NGT annotations will be 
made public in the Language Archive as soon as the 
unknown territory of 20,000 glosses has been inspected, 
hopefully before the end of 2012. The aim for this 
second release is not to definitively establish ID-glosses 
for all signs, but rather to make explicit which glosses 
still need closer inspection and should thus be treated 
with caution. This will include signs that have not been 
identified, but also complex constructions that have yet 
to be described in terms of component parts in the way 
outlined in section 3.3.3. 

Upon that second release, the accompanying 
lexicon will be published in the online tool LEXUS as 
well as in the form of an external controlled vocabulary 
on a web server, linked to the gloss tiers. Moreover, the 
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broader annotation conventions, including those for 
glosses summarised in this paper will be published in the 
form of a larger document (Crasborn & de Meijer, in 
prep.). 

5.2 Development of lexicons 
The RU lexicon will also be further enlarged during the 
annotation of other resources than the Corpus NGT, 
including an on-going data collection of longitudinal 
recordings of deaf parents with their children. 

In the context of future research projects, we further 
hope to explore the option of the integration of lexicons 
of different signed languages within LEXUS. Moreover, 
we hope to create an English version of all the 
ID-glosses, and explore ways of switching between 
languages in ELAN for annotations like ID-glosses that 
should ideally be multilingual, much like ISOcat data 
categories may have multiple language sections. 
Generating ISOcat data categories for lexical items 
might in fact be a strategy to address this wish, and it 
may also facilitate multilingual lexica in the sense of a 
‘universal sign dictionary’ (‘universal SignBank’, Trevor 
Johnston, pers. comm.): there could be a data category 
for a specific form that can have different meanings or 
functions in different languages. 
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Abstract 
This paper describes how we have made a first start with expanding the functionality of the ELAN annotation tool to create a bridge 
to a lexical database. A first lookup facility of an annotation in a LEXUS database is created, which generates a user-configurable 
selection of fields from that database, to be displayed in ELAN. In addition, an extension of the (open) controlled vocabularies that 
can be specified for tiers allows for the creation of very large vocabularies, such as lexical items in a language. Such an ‘external 
controlled vocabulary’ is an XML file that can be published on any web server and thus will be accessible to any interested party. 
Future development should allow for the vocabulary to be directly linked to a LEXUS database and thus also allow for access right 
management. 
 
Keywords: sign language, annotation, Corpus NGT, lexicon, ELAN, LEXUS, controlled vocabulary 
 

1. Introduction 
Since the public release of the media files of the Corpus 
NGT1 in December 2008, a subset of the data have been 
provided with gloss and translation annotations in the 
context of various research projects. During that process, 
it gradually became clear that glossing is not possible 
without a lexicon of ID-glosses (see Johnston 2008 for 
discussion). The creation of that lexicon is described by 
Crasborn & de Meijer (this volume). The present paper 
focuses on the facilitation of the process using a 
combination of the CLARIN standard tools ELAN2 and 
LEXUS3 created by the MPI for Psycholinguistics, a 
spreadsheet programme, and custom-made Perl scripts. 

2. Displaying information from LEXUS in 
ELAN 

As sign language glosses are always in the form of words 
from a spoken language, it is important that these glosses 
are consistently linked to lemmata or full forms in a 
lexicon. As the open source multimodal annotation tool 
ELAN does not have a lexicon function built in (as 
opposed to iLex4, for instance), an effort was undertaken 
to create a bridge to the open source lexicon tool 
LEXUS. The first steps for this were taken in the 
CLARIN-NL project SignLinC (Crasborn, Hulsbosch, 
Sloetjes, Schermer & Harmsen, 2010), and this 
functionality has since been expanded. 

For SignLinC, a lexicon tab in ELAN was created, 
in which properties of lexical items can be displayed 
after they have been entered in LEXUS. Figure 1 
presents an example of two lexical items in the lexicon 
tab that both contain the contents of a selected gloss. 
They have been generated by a lookup in the SignPhon 
lexicon (which is used here just for demonstration 
                                                             
1 http://www.ru.nl/corpusngtuk 
2 http://www.lat-mpi.eu/tools/elan 
3 http://www.lat-mpi.eu/tools/lexus 
4 http://www.sign-lang.uni-hamburg.de/ilex 

purposes). The resulting hits are displayed with their 
hierarchical structure, so that the desired information can 
be quickly selected from a large list of properties. 
Figures 2-4 illustrate the configuration of this service in 
ELAN. The actual link to a LEXUS lexicon requires 
logging in to LEXUS, so that a list of accessible lexica is 
presented to the user. 

In practice, this link works as long as the gloss of a 
sign is identical to the top-level field in LEXUS: an 
online lookup is done on the basis of the text string that 
is in the ELAN annotation. However, there is no such 
live link between LEXUS and the creation of new 
annotations. This would not be trivial to develop, in part 
because ELAN is a stand-alone programme while 
LEXUS currently is a web-based tool. To avoid the 
associated complexities, we have created an alternative 
solution, that ideally will be replaced by a further 
developed bridge between ELAN and LEXUS. It is 
MPI’s intention to create a stand-alone version of 
LEXUS. This would facilitate the development of further 
interaction between ELAN and LEXUS. 

3. Defining an external controlled 
vocabulary 

Instead of a direct connection to LEXUS for the creation 
of new lexical annotations, an ‘external controlled 
vocabulary’ (ECV) can now be defined. The ECV file 
itself is a fairly simple XML file that needs to be 
published on a web server. It is added to a file in the 
same way as other controlled vocabularies (Figure 5), 
and the same options can be applied, including assigning 
a specific colour to a specific item. Like a regular CV, an 
ECV can be linked to a ‘linguistic type’ specification for 
a tier. Unlike other controlled vocabularies, only the 
values that are actually used in a file are stored in the 
EAF annotation document. Also, each item in an ECV is 
identified by an XML ID which is stored as an attribute 
of annotations referring to an ECV item. The value of an 
item is stored in the EAF to have it immediately 
available for visualisation and for searching purposes, 
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Figure 1: A search for the gloss ‘BELACHELIJK’ yields two hits in the LEXUS database  

that is specified for the linguistic type of the gloss tier 
 

 
Figure 2: Adding a new lexicon service 

 

 
 Figure 3: Logging in to LEXUS to create a new Figure 4: Selecting a lexicon 
 lexicon service in ELAN 
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 Figure 5: Specifying the URL for an ECV Figure 6: The suggest panel for an ECV 
 
 

 
Figure 7: Inspecting the description properties through the tooltip 

 
 

 
Figure 8: Specifying preferences for the behaviour of the suggest panel 

 
 
but the XML ID is used to validate and update the values 
in the EAF in order to keep them in sync with the 
vocabulary (and eventually with the lexicon).  

When a user creates an annotation on a tier with a 
CV or ECV link, a ‘suggest panel’ appears, offering the 
items from the vocabulary as suggestions (Figure 6). 
These suggestions can be overridden by the user if 
necessary. 

The key advantage of an external CV is that its 
contents can be centrally maintained for a large set of 
annotation documents or even multiple corpora, so that 
there is no risk that the CV list starts to diverge in 
different documents. 

4. Expanding the functionality of the ECV 
Subsequent development of the ECV functionality in 

ELAN has led to two important improvements for the 
user. 

4.1 Displaying additional information for 
annotations with an ECV link 
The description field in the ECV is now visible in the 
tooltip that is displayed in ELAN when the mouse hovers 
over an annotation that has a link to an ECV entry 
(Figure 7). For the Corpus NGT, this description is filled 
with information from the lexicon, so that users have 
access to the phonological form of the lexical item as 
well as lexico-semantic properties. It has thus become 
easier for the user to inspect whether the selected 
ID-gloss actually refers to the sign in question. Current 
development is targeted at presenting this description 
property also in the drop-down list that users get to see 
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upon creating a new annotation (the ‘suggest panel’). 
Only in that way mistakes in the selection of the right 
gloss can be prevented, presupposing that the annotator 
can read the text string that represents phonological 
description of a sign. 

4.2 Facilitating the selection of items from a 
large ECV 
Secondly, users can specify in the preferences what is 
displayed in the suggest panel: the characters that are 
typed in to search elements in the ECV to be displayed in 
the list can be specified to match the start of the item 
(default), any text in the item, and/or also information in 
the description field (Figure 8). 

It is especially the latter function that represents an 
important step forward in ensuring that users create 
correct ID-gloss annotations. As signs are recognised 
more easily on the basis of meaning rather than form, 
there is a natural tendency to want to translate the sign in 
order to create a gloss, rather than to select the ID-gloss 
from a list. As there are typically different Dutch 
translations of an NGT sign, this can lead to different 
glosses for the same sign. By storing potential translation 
variants of signs in the description field of ECV items, 
typing in a string like ‘area’ will also return a gloss like 
SPACE at the top of the suggest panel, alerting the 
annotator to the fact that AREA is not the ID-gloss that is 
listed in the lexicon. 

4.3 Impact for the workflow of the annotation 
of the Corpus NGT 
These initial lexicon-like facilities in ELAN have led to a 
workflow in the annotation of the Corpus NGT where 
both the glossed part of the corpus and the related 
lexicon grow at the same time. As soon as a significant 
number of new ID glosses are added to our Excel table 
and described in terms of phonological categories, 
translation variants, and homonyms, the ECV list is 
updated using a Perl script that runs on the text export of 
that table, and another Perl script double-checks that all 
instances of glosses that appear in the new ECV are 
assigned an ECV reference, and will thus display the 
description field in the timeline viewer in ELAN. From 
that point onwards, changes in either the gloss string or 
in the description field can be made in either the Excel 
table, and with the first following update will be visible 
in all instances of that gloss in any annotation document. 

5. Conclusion & future developments 
The features described in this paper have created a 
workflow in which ID-glosses can be created on the 
various gloss tiers in a more reliable way. The mere fact 
that the list of currently agreed-upon glosses is available 
upon the creation of a new gloss annotation reminds 
annotators of the conventions that apply and of the fact 
that multiple glosses may apply to the sign form at hand. 
At the same time, the suggest panel still remains a list of 
words (the essence of an ID-gloss), and does not yet 
provide phonological or semantic information that can 
help the annotator in selecting the right gloss. Presenting 
the information from the description field as part of the 
suggest panel would form a next major step in improving 
gloss consistency and reliability. 

As far as the Corpus NGT data are concerned, the 
next step in this development will be that the elementary 
lexicon on which the ECV is based is converted to a 
LEXUS database. Only after such a conversion will 
users be able to access all the information from the 
lexicon in the lexicon tab. Here, data are presented in a 
more structured view than in the gloss tooltip in the 
timeline viewer. 

More substantial development of LEXUS and 
ELAN will be necessary to facilitate the updating of the 
ECV based on information in LEXUS, or alternatively to 
merge the functionality of the ECV and LEXUS by 
letting ELAN generate the items in the suggest panel for 
a new annotation directly from a LEXUS database. 
Adding of lexical items to a database and modifying 
existing items should in the end be an integrated part of 
the corpus annotation process, creating a coherent set of 
resources for a language. 
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Abstract 
In this study, we present a newly built Greek Sign Language (GSL) corpus. The procedures followed during its 
implementation, consists of the linguistic design and validation, the studio and hardware acquisition configuration, the 
implementation and supervision of the acquisition itself, and the post-processing of the annotations for the release of 
accompanying linguistic/annotation resources. The reported GSL phrase corpus forms the basis for machine learning and 
training to serve continuous sign language processing and recognition.   
 
Keywords: GSL, Kinect Camera, SL resources, sign recognition, continuous sign recognition 
 

1. Introduction 
The corpus presented in this article is composed of a 
limited number of Greek Sign Language (GSL) sentences 
and was created in order to provide additional data to the 
already obtained corpus during the first year of the 
Dicta-Sign project (Matthes et al., 2010). More 
specifically this corpus intended to serve as the ground 
upon which a significant part of the recognition process 
would be tested and evaluated, more precisely, the 
continuous sign language recognition algorithms 
developed in the project. 
Given the targeted nature of this corpus we next present 
step by step the constraints as well as the procedure 
followed in order to obtain it.  

2. Methodology 
Methodologically, the creation of the GSL phrase corpus 
made re-use of already existing data that were acquired 
within the Dicta-Sign project as part of the project’s 
“parallel” corpus and lexicon resources. However, the 
initially acquired data were characterised by a number of 
restrictions relating to their specific discourse content and, 
most significantly, not incorporating the whole range of 
parameters required for running the continuous sign 
language recognition experiments. 
Limitations noticed in respect to the content of the 
semi-spontaneous Dicta-Sign corpus, were noticed in 
relation to the variety of sign formation parameters, 
significant for recognition processing, such as location 
and handshape. Such parameters had limited a lot the 
volume of useful segment of the initially acquired corpus.  
The GSL phrase corpus presented in the rest of this paper, 
contains GSL phrases of simple to modest complexity.   
To meet sign language recognition experimentation 
requirements, the phrases that formed the corpus were 
selected to be significant for Sign Language linguistic 

analysis and also for their employment in automatic 
recognition tasks, given that in sign language recognition 
terms, simple phrases constitute a task of intermediate 
complexity when compared to a more open and 
unconstrained continuous corpus1. 

2.1 The GSL Dicta-Sign Corpus  
The GSL phrase corpus is directly related to parts of the 
previously acquired Dicta-Sign parallel corpora (Matthes 
et al., 2010). 
The existing Dicta-Sign GSL corpus has been exploited in 
order to extract from it small in length and simple in 
structure phrases that would become the stimuli for the 
GSL phrase corpus. 
 The Dicta-Sign corpus was built upon using real life 
discourse situations between native GSL signers e.g. 
being at the airport, travelling etc. Those real life 
situations were divided into tasks that the signers had to 
reproduce in front of the camera after being instructed 
thoroughly on how to do so. The complete GSL Dicta 
Sign corpus was created with the use of nine different 
elicitation tasks that were performed by eight pairs of 
native adult Deaf signers. 

2.1.1 Task 4 of the GSL Dicta-Sign Corpus 
The GSL phrase corpus covers lexically one of the nine 
elicitation tasks of the Dicta-Sign parallel corpus, namely 
the fourth one. This task (Dicta-Sign Task 4) treats a 
specific topic; the situation in the Airport entailing 
communications on issues of check-in, luggage 
depository, boarding, safety instructions, meals, take off 
and landing. There are many reasons for choosing this 

                                                           
1 A first exploitation of the newly acquired Continuous 
Recognition Training Phrase Corpus will be seen via the 
Dicta-Sign project Demonstrator (currently available at: 
http://signwiki.cmp.uea.ac.uk/dictasign). 
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specific task, the most important of which is that in all 
four project sign languages, this was the task that 
presented the strongest similarities in terms of common 
topics addressed and resulted in the most comparable 
parts of the Dicta-Sign corpus among the involved four 
languages. For this reason this task was also given priority 
in the manual annotation procedure, the latter being a 
time-consuming and labour-intensive process. 

2.1.2 Annotation of the GSL Dicta-Sign Corpus 
Availability of annotations for the complete Task 4 
segment was another reason to select this specific task. 
The annotation in the GSL segment of the Dicta-Sign 
corpus included the following four tiers:  

• GSL Lemmas (creation of the lexicon entries in 
Greek that would most suitably fit the GSL 
lemmas),  

• Clause boundaries (the continuous signing was 
cut into clauses),  

• English translation of the clauses,  
• HamNoSys transcription of the GSL lemmas.  

2.2 The “list of 1000 Common Concepts”  
In order to obtain the lexical entries that the phrases of the 
GSL phrase corpus were going to be composed of, we 
compared the lexical entries found in Task 4 of the 
Dicta-Sign corpus to a list of concepts assigned lexical 
entries in all four project languages, that served during the 
first two years of the Dicta-Sign project as the basic 
common lexicon among the project sign languages. 
Throughout the course of the project these lexical entries, 
consisted a means of exchanging data upon a common 
ground, which henceforth will be referred to as “The list 
of 1000 Common concepts”.  
These “1000 common concepts” apart from being a 
reference point and a visible outcome of the project2, 
became the object of another recording that took place in 
year 2 of the project for GSL and German Sign Language 
(DGS). This recording aimed at obtaining data on the 
handshape, and the movement (trajectory, orientation etc) 
that is effectuated during the performance of each one of 
these signs. For this reason extensive footage sessions 
took place that tracked with a 3D camera the trajectories 
the signers performed for each one of the 1000 
corresponding signs in each language. In notation terms, 
the whole set of these lexical entries are represented via 
HamNoSys notations.  
The representation of signing of the concepts was 
transformed computationally, in a way to relate the 
signing with Postures, Detentions, Transitions and Steady 
Shifts (PDTS). PDTS is a sequential model proposed by 
Johnson & Liddell (2011) to capture and label the 
sequential structure in sign language at the level of 
linguistic phonetic units.  
Every sign is further represented with HamNoSys 
notation. This is a phonetic transcription for signing 

                                                           
2http://www.sign-lang.uni-hamburg.de/dicta-sign/consign
/demo/cs/cs_51.html 

language lemmas (Hanke, 2004). The first step in the 
adopted procedure was to transform the HamNoSys 
representation into structured sequences of labels in the 
form of Gestural SiGML (Signing Gesture Markup 
Language). This is a form of representing gestures in a 
structured sequence, better understandable by human 
readers than the HamNoSys form. The next step was to 
convert the results into segmented SiGML and finally  
summarise the segmentation in a set of PDTS labels. 
These sets of labels were used as a basis for the training of 
the algorithm treating sign location and movement. 
Combining this information with skeleton tracking 
information it was possible to align sequences of 
structured labels with visual data segments (Pitsikalis et 
al., 2011) 
The above mentioned procedure as well as the 
measurements that took place were essential and allowed 
to support the recognition processing the linguistic 
treatment, as well as the synthesis procedures maintaining 
the ability to represent lemmas by means of HamNoSys 
notations.  

2.3 Comparison of the two lists  
The comparison of the two lists of sign lemmas, deriving 
from the Dicta-Sign resources, resulted to an overlapping 
between the two lists that consisted of 113 GSL lemmas. 
For each of these lemmas the following information is 
available: a. Gloss (written in Greek), b. HamNoSys 
transcription, c. English translation, d. kinect based 
skeleton tracking information. These 113 GSL lemmas 
from the Dicta-Sign corpus became the repository upon 
which the GSL phrase corpus was based. 

3. The GSL phrase corpus 
The 113 GSL lemmas that came out of the comparison of 
the two different lists, were initially examined in terms of 
the linguistic resources to be considered, namely: the 
vocabulary units in relation to the various lexical types 
and the frequency of occurrence of the considered lemmas. 
The methodology adopted in order to obtain the GSL 
phase corpus can be divided into two parts, which are 
presented in subsections 3.1 and 3.2. 

3.1 Original Phrases from the Corpus  
The 113 GSL lemmas were located within the transcripts 
of the recordings of Task 4, as they were originally uttered 
by the GSL signers of the Dicta-Sign Corpus.  
Given that Task 4 was one of the Tasks that were fully 
annotated very early in the timeline of the project, ,we 
were able to locate the 113 GSL lemmas within the 
sentence-level annotations.  
The number of phrases that contained one or more of the 
113 lemmas within the eight3 transcripts of Task 4 was 

                                                           
3 Task 4 was a task that was performed only from one of 
the two signers who participated in each session of 
recordings for the Dicta-Sign corpus. So in this case the 
113 lemmas were crosschecked across the eight 
transcripts, one signer per pair.  
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more than 300; nonetheless, our goal was to obtain those 
phrases that contained the maximum number of items 
from the 113 lemmas set in each phrase. With this 
criterion a selection was made leaving out those phrases 
that contained only 1 or only 2 lemmas from the 113.  
After checking vocabulary coverage, a qualitative 
criterion was applied: many of the retrieved phrases were 
significantly long and could not be performed by the 
signer.. By excluding the complex and long phrases we 
reached the basic set of 137 simple ones that constituted 
the pilot part of our corpus.   

3.1.1 Creating the videos for the elicitation material 
The original videos of the phrases have been cut into new 
separate video files according to the video time codes 
found in the related transcripts. 
The software that has been used for the annotation of the 
GSL sign language corpora is iLex (Hanke & 
Storz,.2008).  
This procedure, even though it may seem trivial, entailed 
some major difficulties as, for example, the correct time 
boundaries extraction out of the iLEX transcript files. 
Using information from transcript files, the phrases of 
interest were located and a list of them was created. 
According to this list and the transcription file, where 
information on video time codes was available, the 
original video files were chopped in smaller ones so that 
every phrase of interest was entailed into a separate video 
file.  

3.1.2 Elicitation procedure – Recording sessions 
The video files of the selected phrases were employed  to 
construct the elicitation material to be presented to the 
GSL native signer. The signer was asked to repeat the 
phrase that he saw on the monitor, as close to the original 
production as possible. The signer was allowed as many 
repetitions as he wished. 
Unfortunately, in naturally uttered signed speech, signers 
very rarely perform pieces of language that can be 
reproduced with the minimum set of instructions by other 
signers. This is mainly the reason why the original phrases 
in which the 113 lemmas were found served only as a pilot 
study for the data acquisition process of the set of 
formally defined simple phrases presented in 3.2.  

3.2 Formally Defined Simple Phrases 
The above mentioned procedure as well as the repository 
of the 137 original phrases of Task 4 functioned as the cast 
upon which 56 formally defined phrases were produced. 
These are 56 phrases that were put together by means of 
gloss ordering, which combined the 113 lemmas into 
phrases that obey the grammar rules of GSL.  
The 56 phrases were evaluated by a native GSL signer and 
they are partitioned in the following sets:  

a) Phrases Set I (PS1): Contains a set of 20 simple 
continuous phrases;  

b) Phrases Set II (PS2): Contains a set of 28 of 
slightly more complex continuous phrases;  

c) Supplementary Phrase Set III (PS3): Contains a 

set of 8 phrases to lexically cover for missing 
signs.  

3.2.1 Elicitation procedure – Recording sessions 
Since the formally defined phrases are phrases that were 
put together by ordering the involved glosses, there were 
no available video to show to the signer.  
During the recordings a GSL interpreter performed each 
phrase and, if needed, explained each phrase to the Deaf 
adult native signer. There were no limitations in the 
number of repetitions to be performed other than the 
fatigue of the signer. 

3.3 The signers 
Four signers in total participated in these recording 
sessions. Only two out of the four signers performed all 
the above phrase sets (I, II & III) as well as the list of the 
113 lemmas (Lexicon (L)) in isolated mode, three times 
each. Their recordings served as a pilot test bed upon 
which the final recordings were based.  
The final recordings took place with two signers, the 
Official Signer A” and the “Official Signer B” who 
performed multiple times the 56 phrases as well as the list 
of the 113 lemmas of the Lexicon (L). Their acquired data 
served as the database used in experimentation. 
 

 
Figure 1: Sample of continuous signing utterance: 

“TOMORROW I ARRIVE ATHENS” from the GSL 
Continuous Phrases Dataset (arrows indicate each 

transition) 

4. Data acquisition 
The data acquired consisted of:  

• High Definition (HD) appearance data employing 
a High Definition camera with frame rate 25 fps  

• Depth and appearance data employing a Kinect 
sensor and  

• Skeleton tracking as obtained utilizing the depth 
data from the Kinect sensor.  

• To collect as much data as possible a second 
Kinect sensor was used to record also the 
interpreter. 

 
Signer and interpreter were place opposite one another 
and the Kinect sensors were placed in the middle, one 
facing the interpreter and the other facing the signer. 
Each camera/sensor was controlled by a different person.  
The acquisition was supported by a moderator who 
supervised the whole procedure, annotated mistakes, 
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stated the need of extra repetitions, and marked 
transcriptions updates.  

Figure 2: Setup studio setting for the GSL Phrase Corpus  

5. Discussion 
Herewith presented newly acquired corpus features:  

1. topic specific  linguistic content 
2. structure that simulates simple phrases  
3. sharing of linguistic content/vocabulary with a 

larger and more complex continuous corpus, 
which can be employed in parallel 

4. acquisition of High Definition video data  
5. parallel acquisition with the recent high-tech 

Kinect sensor accounting for both Depth and 
Skeleton Tracking. 

This data set served the purpose of experimentation 
towards development of continuous sign language 
recognition algorithms. 
Although the corpus is of limited scale, the above features 
render these data a highly appealing test-bed for 
interdisciplinary research in the domain of Sign Language 
and Gesture technology. 
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Université de Toulouse

remi.dubot@irit.fr, christophe.collet@irit.fr
Abstract

Progress on automatic annotation looks attractive for the research on sign languages. Unfortunately, such tools are not easy to deploy
or share. We propose a solution to uncouple the annotation software from the automatic processing module. Such a solution requires
many developements: design of a network stack supporting the architecture, production of a video server handling trust policies,
standardization of annotation encoding. In this article, we detail the choices made to implement this architecture.
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Linguists need annotations of sign language video corpora.
Video corpus annotations are mainly done manually on An-
notation Tools (ATs). This work is really time-consuming
and frequently repetitive. To support this claim, we can
consider the literature regarding annotation tools of the last
couple of years. There are two remarkable trends: collabo-
rative annotation and automatic annotation. Works on col-
laborative annotation focus on the workflow (Hofmann et
al., 2009; Brugman et al., 2004). About automatic annota-
tion, we had a look on ELAN and ANVIL. ELAN (Auer et
al., 2010) provides a plug-in interface, called ”Recognizer
API”, for automatic processing. A trick is given to run the
module on a different machine through the network but it is
restricted to local network. ANVIL (Kipp, 2010) provides
different kinds of processing based on co-occurrence mea-
surements on annotations and motion characteristics extrac-
tion from motion capture.
As far as we know, most of automatic tools are developed
as standalone prototyping software, finally remaining as in-
house systems that continue to be used only by the team that
have developed them. Barriers to their use in production are
numerous: “temporary” privacy of sources and executables,
deployment difficulty (run only in a specific environment,
need a powerful machine), integration constraints (incom-
patible programming languages, running on different OS,
etc.). We think that the architecture we have developed
greatly simplifies this integration.
We have designed an open and distributed system for the
integration of automatic processing in annotation tools. We
consider that it will encourage collaboration initiatives. Our
idea is to let every part of the system do what it does best.
Each automatic processing tool will run on the module fit-
ting the best. Videos are hosted by a dedicated server. And
finally, manual annotation will be done on the annotator’s
computer.
What we provide is the solution to make all this working
together. We see three parts in this problem:

• Service discovery,

• Security,

• Compatibility.

This article first shows the global architecture and the
agents involved. Then, it details stage by stage the stack
of protocols. Finally, it presents, as an evaluation, the au-
tomatic annotation modules already done and a preview of
the potential offered.

1. Architecture

An early version of this architecture was presented in (Col-
let et al., 2010). At that time, the architecture was only
partially implemented. The finalization leads us to make
several adjustments and the new developed architecture is
presented now. The system is based on four types of agents,
from which three have been already presented in the intro-
duction:

• The first type of agent is Annotation Tools (AT). Any
annotation tool can be extended to allow its integration
in the architecture. We already provide an annotation
tool: AnColin.

• The second type of agent is Automatic Annotation As-
sistants (A3).

• The third type of agent is the server hosting the videos
(VFS: Video-File Server)

• The last type agent is a service directory, it is in charge
to reference A3s. When an annotator wants to use an
automatic process, his AT will retrieve the list of all
currently available functions from the A3S.

These four agents are represented in figure 1.
We call an instance of this architecture a Distributed Anno-
tation System (DAS).

2. Stack

2.1. Network

As agents are not necessarily located in the same local net-
work, they communicate over the Internet. One of our ob-
jectives is to facilitate the deployment of automatic process-
ing, this implies to let the implementation of the process-
ing part as free as possible from constraints coming from
the architecture. The consequence is a high heterogeneity
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Figure 1: Overview of the system

in terms of programming language, operating system, etc.
To insure the low level compatibility between elements we
use SOAP (W3C, 2007). SOAP is an open source, multi-
platform middle-ware. It uses the HTTP protocol for com-
munications which is important as it allows to pass through
proxies. Because some information traveling on the net-
work might be confidential, a TLS (former SSL) layer is
added under SOAP. This layer encrypts all the communica-
tions. We will see below that TLS provides us several more
services.
The Internet, SOAP and TLS are enough to have flexi-
ble and secure end-to-end communication, now we have to
look at how agents find one another on the network. An in-
stance of the architecture must have one VFS and one A3S.
It is the solid part of the architecture. Instances of the two
other agents, ATs and A3s, have to be configured to use
a VFS and an A3S. Therefore the VFS and the A3S must
have static addresses. At launch, A3s provide their status
and their network addresses to the A3S. ATs get the A3s’
addresses with their specifications when it retrieves the list
of available functions. This sequence is summarized in the
figure 2.

2.2. Authentication

The authentication, in a communication, refers to the mean
of identifying the end-users.
Most of our authorization/trust policy relies on identities
consequently we must have a solution to identify agents.
On computers, there is a common solution for authentica-
tion which makes use of asymmetric cryptography. Con-
cretely, each agent which has to identify itself must have a

:AT :A3 :A3S

getList()

getAPI(function)

register()

process()

Figure 2: A3S working sequence

certificate, signed by a Certification Authority, which links
its identity (name, email, etc.) to its public key. Such cer-
tificates are called X.509 certificates. The TLS protocol
provides an authentication service using X.509 certificates.
Each agent must have its own certificate. Individual certifi-
cates are shown as keys in figure 1. The complete task of
authentication is done by TLS.
Signed certificates are not necessarily free, in most cases
Certification Authorities sell this service at high costs.
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However, there are two low cost solutions:

• When many sites are involved, we recommend the
use of certificates focusing only on the email address
which are generally free.

• When one or few sites are involved, it is possible to
setup a local Certification Authority.

2.3. Authorization

The authorization refers to rights policy, agents having the
possibility of knowingly choose whether to serve another
agent or not.
Videos are a sensitive point, mainly because they are under
restrictive image rights. Consequently, the VFS has to man-
age trust in AT users and A3s regarding the videos. Our im-
plementation of the VFS allows a fine rights management
for user access to videos and uses a mechanism of jobs to
limit to its minimum the data given to A3s. This is symbol-
ized by certificate collections under the VFS in figure 1.
A3S and A3s might manage authorization too, but currently
we do not see any reasons not to let them publicly available.
Finally, as ATs do not provide any service to other agents,
there is no authorization to manage on this side.

2.4. Encoding

We use Annotation Graphs (Bird and Liberman, 2001) as
our standard annotation structure for exchanges. However,
the AG model was designed to be as general as possible and
consequently has gaps. To overcome this, we have made
an extension of AGs. This extension is backward compat-
ible with AGs. This means all ATs handling AGs (ELAN,
ANVIL, etc.) are already able to deal with the files gener-
ated by an A3. We will not detail all the features brought by
this extension, only the two directly linked to the distributed
architecture. First, we add the concepts of a track (identi-
cal to the concept of a tier) and a group of tracks forming a
hierarchy (a tree or a lattice). Second, we add the concept
of a type. Here, we talk about types for the content of an-
notations (the values inside segments). The need of track
hierarchy is self-evident. We are going to address in detail
the question of why and how to type the values.
Untill now, nothing has been done in the field of annotation
encoding to encourage data homogeneity. Consequently,
there is a high heterogeneity in data encoding. It leads to
problems like “In these vectors, which component is the
horizontal one?” or “How was this bounding box encoded?
two corners? a corner and a size?”, etc. And while it is
annoying for humans, it is really problematic for automatic
tools. The compatibility between A3s depends on the ho-
mogeneity of data. An A3 producing bounding boxes and
an other processing bounding boxes must share the same
encoding, even if there were developed fully independently.
This is a constraint to allow users to process the results of
the first A3 with the second one. The homogeneity is also
necessary to have a smart display and edition of annota-
tions. Our solution is to affect types (as in computer lan-
guages) to annotation data. The type system we present
below has been able to handle all annotations we use in our
team currently.
We split the task in two parts:

• Making a type system able to deal with all kind of data
appearing in annotations.

• Making types for all the common data and collect
them all in a library.

2.4.1. Types

To describe types, the model defines 3 atomic types and 4
construction rules. The 3 atomic types are:

• Integer: An integer.

• Float: An approximation of a real number.

• String: A string.

• Empty: This is intended to be a base to build a kind
of boolean types. It is used when the information is
contained in segments’ positions and segments’ values
are meaningless.

The 4 construction rules are:

• Copy: Makes a copy of a type. Allows to makes syn-
onyms.
Example of definition:
Distance:= Copy(Float).
Example of valid instance of Distance:
12.3.

• List: Describes a list of values sharing the same
type.
Example of definition:
Glose:= List(String).
Example of valid instance of Glose:
["to drive","car"].

• Struct: Describes a set of named and typed fields.
Example of definition:
HeadPose:= Struct(roll:Float, yaw:Float,

pitch:Float).
Example of valid instance of HeadPose:
{roll:3.14, yaw:42.0, pitch:2.72}.

• Union: Allows to take values between multiple types.
Example of definition:
Head:= Union(HeadPose,String).
Example of valid instance of Head:
"profile".

• Constant: Allows to make a constant of a given
type.
Mainly used coupled with Union for enumerations.
Example of definition:
hello:= Constant(String,"hello").
Example of enumeration Head:
voc:= Union(Constant(String,"hello"),Constant(String,"goodbye")).

The abstract type system may be extended if needed. But
we want the type encoding to stay stable. The format
we chose is XML Schema (Fallside and Walmsley, 2004).
XML Schema is far more generic than our type system and
allows many extensions of the abstract system.
We give translation schemes between abstract type system
and XML Schema.
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2.4.2. Common Type Library

To standardize the encoding of annotations, we maintain
a standard type library which takes the form of an XML
Schema Definition (XSD). It is intended to be online.
The detail of the current content of the CTL is the follow-
ing:

• Vector2D.

• Point2D.

• BoundingBox: Encodes bounding box with the
upper left corner as a Point2D and the size as a
Vector2D.

• List2DPoint: Encodes a list of Point2D.

• Hamnosys: Encodes Hamnosys description.

• Empty.

This list will grow quickly as soon as A3s will be used in
production.

3. Use

We maintain our own AT, AnColin, which fully integrates
this architecture. Up to now, four A3s has been devel-
oped: Signing detection, sign segmentation, body part
tracker (Gonzalez and Collet, 2011) and facial feature
tracker.
The first A3 concerns the detection of signing activity. In
a corpus of dialogue, the signers take turns to talk. This
means that there are times where one of the participant is
just listening. This A3 detects where in the sequence the
informant is actually signing. The core of this A3 has been
provided by Helen Cooper from University of Surrey.
The second A3 regards the segmentation of continuous sign
language. It uses hand movement analysis to detect limits
between signs.
The third A3 tracks hands and head using a particle filter
based approach. It robustly handles hand-over-head occlu-
sion using a template before occlusion (Gonzalez and Col-
let, 2011).
The last A3 uses a small quantity of hand labelled images
to learn a set of facial feature trackers, which can be applied
across segments of video. The tracker is based on the linear
predictor flock method as described in (Ong and Bowden,
2011).
A3s produce a great amount of technical data. Rendered
as text, data is difficult to visualize and to edit for humans.
The use of automatic processing induces a new need for
visualization and editing tools. The type feature is the base
for such features. We have introduced two kind of tools to
AnColin:

• Head-Up Display (HUD) modules which are in charge
to display and edit annotations directly on the video.
We currently have two modules: one for bounding
boxes, the other for cloud of points.

• Segment display and edition modules which are in
charge to display and edit annotations on the tracks.
We currently have one generic module able to gener-
ate forms from types.

As an example of possible applications, we are able to chain
A3s and finally display results with HUDs, making work-
flows. Examples of workflows already possible:

• SigningDetection ! FaceTracking !
HUD(BoundingBox)

• SigningDetection ! FaceFeatureTracking !
HUD(PointCloud)

4. Conclusion

We have introduced an architecture for distributed annota-
tions and the protocol stack of communications in this ar-
chitecture. Everything presented here has been completely
implemented. On the other hand, many parts are not sta-
ble enough to be used in production. Some elements which
were written as prototypes are being rewritten and others
are being stabilized. However we have experimented with
using the architecture. The list of A3s is currently short but
presenting state-of-the-art tools and expected to grow.

5. References

E. Auer, A. Russel, H. Sloetjes, P. Wittenburg, O. Schreer,
S. Masnieri, D. Schneider, and S. Tschöpel. 2010.
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 ,QVWLWXWH RI &RPSXWDWLRQDO /LQJXLVWLFV� 8QLYHUVLW\ RI =XULFK� %LQ]P�KOHVWUDVVH ��� ���� =XULFK� 6ZLW]HUODQG
^HEOLQJ�YRON`#FO�X]K�FK



 8QLYHUVLW\ RI $SSOLHG 6FLHQFHV RI 6SHFLDO 1HHGV (GXFDWLRQ� 6FKDIIKDXVHUVWUDVVH ���� ���� =XULFK� 6ZLW]HUODQG
NDWMD�WLVVL#KIK�FK

$EVWUDFW
:H SURSRVH DQ DSSURDFK WR VHPL�DXWRPDWLFDOO\ REWDLQLQJ VHPDQWLF UHODWLRQV LQ 6ZLVV *HUPDQ 6LJQ /DQJXDJH �'HXWVFKVFKZHL]HULVFKH
*HElUGHQVSUDFKH� '6*6�� :H XVH D VHW RI NH\ZRUGV LQFOXGLQJ WKH JORVV WR UHSUHVHQW HDFK VLJQ� :H DSSO\ *HUPD1HW� D OH[LFRJUDSKLF
UHIHUHQFH GDWDEDVH IRU *HUPDQ DQQRWDWHG ZLWK VHPDQWLF UHODWLRQV� 7KH UHVXOWV VKRZ WKDW DSSUR[LPDWHO\ ��� RI WKH VHPDQWLF UHODWLRQV
IRXQG IRU WKH *HUPDQ NH\ZRUGV DVVRFLDWHG ZLWK ���� HQWULHV RI D '6*6 OH[LFRQ DOVR DSSO\ IRU '6*6� :H XVH WKH VHPDQWLF UHOD�
WLRQV WR H[WUDFW VXE�W\SHV RI WKH VDPH W\SH ZLWKLQ WKH FRQFHSW RI GRXEOH JORVVLQJ �.RQUDG ������ :H ZHUH DEOH WR H[WUDFW �� VXE�W\SH SDLUV�

.H\ZRUGV� 6LJQ ODQJXDJH� 6ZLVV *HUPDQ 6LJQ /DQJXDJH� VHPDQWLF UHODWLRQV� GRXEOH JORVVLQJ

�� ,QWURGXFWLRQ
6LJQ ODQJXDJH OH[LFD KDYH EHHQ DQQRWDWHG ZLWK YDULRXV
W\SHV RI OLQJXLVWLF LQIRUPDWLRQ LQ WKH SDVW� LQFOXGLQJ VH�
PDQWLF UHODWLRQV� )RU H[DPSOH� .RQUDG ������ UHSRUWV ZRUN
RQ WKH *HUPDQ 6LJQ /DQJXDJH &RUSXV 3URMHFW� LQ ZKLFK
WKH VHPDQWLF UHODWLRQV V\QRQ\P\ DQG DQWRQ\P\ ZHUH DQ�
QRWDWHG PDQXDOO\�� :H SUHVHQW DQ DSSURDFK WR WKH VHPL�
DXWRPDWLF DQQRWDWLRQ RI VHPDQWLF UHODWLRQV� :H DUH FRPSLO�
LQJ D *HUPDQ±6ZLVV *HUPDQ 6LJQ /DQJXDJH FRUSXV RI WUDLQ
DQQRXQFHPHQWV DV SDUW RI RXU HIIRUWV LQ EXLOGLQJ D PDFKLQH
WUDQVODWLRQ V\VWHP IRU WKLV ODQJXDJH SDLU� 'HSDUWLQJ IURP
WKH VHPDQWLF UHODWLRQV REWDLQHG� ZH DOVR H[SHULPHQW ZLWK
DXWRPDWLFDOO\ REWDLQLQJ VXE�W\SHV WKDW EHORQJ WR WKH VDPH
W\SH ZLWKLQ WKH FRQFHSW RI GRXEOH JORVVLQJ �.RQUDG �����
���±�����
,Q 6HFWLRQ � ZH EULHIO\ GHVFULEH WZR FRPPRQ VLJQ ODQJXDJH
QRWDWLRQ V\VWHPV� RI ZKLFK RQH �6HFWLRQ ���� LV D FRGLQJ V\V�
WHP� DQG WKH RWKHU �6HFWLRQ ���� LV D WUDQVFULSWLRQ V\VWHP
DFFRUGLQJ WR WKH W\SRORJ\ RI YDQ GHU +XOVW DQG &KDQQRQ
������� :H WKHQ LQWURGXFH 6ZLVV *HUPDQ 6LJQ /DQJXDJH
DQG GHVFULEH DQ H[LVWLQJ OH[LFRQ IRU WKLV ODQJXDJH �6HFWLRQ
��� 7KLV LV WKH OH[LFRQ WKDW ZH ZLOO H[WHQG ZLWK WKH VHPDQWLF
UHODWLRQV H[WUDFWHG DV D UHVXOW RI RXU DSSURDFK� :H GHVFULEH
RXU DSSURDFK LQ 6HFWLRQ �� ,Q 6HFWLRQ � ZH LQWURGXFH WKH W\�
SRORJ\ RI VLJQV E\ -RKQVWRQ DQG 6FKHPEUL ������� ZKLFK LV
WKH EDVLV RI WKH FRQFHSW RI GRXEOH JORVVLQJ� 'RXEOH JORVV�
LQJ LV GHVFULEHG LQ 6HFWLRQ �� ZKHUH ZH DOVR SUHVHQW RXU
DSSURDFK WR DXWRPDWLFDOO\ H[WUDFWLQJ VXE�W\SHV RI WKH VDPH
W\SH�

�� 6LJQ /DQJXDJH 1RWDWLRQ 6\VWHPV
���� *ORVV 1RWDWLRQ
6LJQ ODQJXDJH JORVVHV DUH VHPDQWLF UHSUHVHQWDWLRQV RI VLJQV
WKDW XVXDOO\ WDNH WKH GHIDXOW IRUP RI WKH FRUUHVSRQGLQJ VSR�

�

�7KLV ZDV GRQH EDVHG RQ UHODWLRQV EHWZHHQ WKH XQGHUO\LQJ LP�
DJHV RI VLJQV� L�H�� EDVHG RQ LFRQLFLW\�

NHQ ODQJXDJH ZRUG�� )RU H[DPSOH� LQ 6ZLVV *HUPDQ 6LJQ
/DQJXDJH �FI� 6HFWLRQ ��� WKH JORVV *(6&+:,67(5� D
*HUPDQ ZRUG� LV XVHG WR UHSUHVHQW WKH VLJQ IRU µVLEOLQJV¶�
*ORVVHV FDQ DOVR FRQVLVW RI PXOWLSOH ZRUGV� H�J�� 6,&+�
6(7=(1 �µWR KDYH D VHDW¶���
*ORVVHV DOORZ IRU DOSKDEHWLF VRUWLQJ LQ D OH[LFRQ� +RZHYHU�
IURP D FRQFHSWXDO SRLQW RI YLHZ LW LV SUREOHPDWLF WR H[�
SUHVV WKH YRFDEXODU\ RI RQH ODQJXDJH �L�H�� D VLJQ ODQJXDJH�
E\ PHDQV RI DQRWKHU �L�H�� D VSRNHQ ODQJXDJH�� $ IXUWKHU
SUREOHP ZLWK JORVVHV LV WKDW WKH\ DUH QRW VWDQGDUGL]HG� WKH
VDPH VLJQ PD\ EH GHQRWHG ZLWK PXOWLSOH JORVVHV� 0RUH�
RYHU� JORVVHV W\SLFDOO\ FRQYH\ RQO\ OLPLWHG IDFLDO H[SUHV�
VLRQ DQG LQIRUPDWLRQ DERXW ERG\ PRYHPHQW� 7KLV PHDQV
WKDW WKH\ FDQQRW� H�J�� GLIIHUHQWLDWH EHWZHHQ GLIIHUHQW PRYH�
PHQW SDWKV RI WKH KDQGV WKURXJK ZKLFK D VLJQHU DVVRFLDWHV
GLIIHUHQW REMHFWV ZLWK LQGLYLGXDO ORFDWLRQV LQ WKH VLJQLQJ
VSDFH �+XHQHUIDXWK� ������
7KHVH VKRUWFRPLQJV LPSO\ WKDW JORVVHV DUH PHUHO\ VXIIL�
FLHQW WR UHIHU WR HQWULHV LQ D OH[LFRQ� )RU DOO RWKHU SXUSRVHV�
H�J�� IRU LQYHVWLJDWLQJ WKH VXEOH[LFDO FRPSRQHQWV RI D VLJQ�
D PRUH SRZHUIXO QRWDWLRQ V\VWHP LV QHHGHG� 7KH +DPEXUJ
1RWDWLRQ 6\VWHP IRU 6LJQ /DQJXDJHV �+DP1R6\V� �3ULOO�
ZLW] HW DO�� ����� KDV EHHQ GHYHORSHG IRU WKLV�

���� +DP1R6\V
+DP1R6\V FRQVLVWV RI DSSUR[LPDWHO\ ��� V\PEROV� ,W WDNHV
H[SOLFLW DFFRXQW RI VXEOH[LFDO FRPSRQHQWV� HDFK RI WKH FRP�
SRQHQWV KDQGIRUP� KDQG SRVLWLRQ �ZLWK H[WHQGHG ILQJHU GL�
UHFWLRQ DQG SDOP RULHQWDWLRQ DV VXEFRPSRQHQWV�� ORFDWLRQ�
DQG PRYHPHQW LV WUDQVFULEHG� )LJXUH � VKRZV WKH H[DPSOH
RI WKH VLJQ 1$7,21� 92/. �µQDWLRQ¶� µSHRSOH¶� LQ 6ZLVV
*HUPDQ 6LJQ /DQJXDJH WKDW FRQWDLQV RQH LQVWDQFH RI HDFK
FRPSRQHQW��

�%\ µVSRNHQ ODQJXDJH¶ ZH PHDQ D ODQJXDJH WKDW LV QRW D VLJQ
ODQJXDJH�

�:H IROORZ WKH FRQYHQWLRQ RI ZULWLQJ JORVVHV LQ DOO FDSV�
�$ VLJQ JHQHUDOO\ FRQVLVWV RI DW PRVW WZR V\OODEOHV� ZLWK WKH

PD[LPXP V\OODEOH UHSUHVHQWHG DV +ROG±0RYHPHQW±+ROG� DV LQ
WKH VLJQ %$6(/ �µ%kOH¶� LQ 6ZLVV *HUPDQ 6LJQ /DQJXDJH�
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/DQJXDJH

!"#$%&"#'()*+!,-.)!/-01)2&3456789!:;-$<)=8 

)LJXUH �� +DP1R6\V WUDQVFULSWLRQ RI *(%b5'(1�
635$&+.856 �µVLJQ ODQJXDJH FRXUVH¶� LQ 6ZLVV *HUPDQ
6LJQ /DQJXDJH

+DP1R6\V LV PDFKLQH�UHDGDEOH� LW RIIHUV DQ ;0/ UHSUH�
VHQWDWLRQ� WKH 6LJQLQJ *HVWXUH 0DUNXS /DQJXDJH �6L*0/�
�(OOLRWW HW DO�� ������ ZKLFK FDQ EH XVHG WR GULYH DQ DYDWDU�
7KH PRVW VLJQLILFDQW GLVDGYDQWDJH RI +DP1R6\V LV WKDW LWV
LQYHQWRU\ GRHV QRW LQFOXGH V\PEROV WR HQFRGH QRQ�PDQXDO
IHDWXUHV� $ VHW RI WZR�OHWWHU WDJV ZDV LQWURGXFHG LQ WKH
9L6L&$67 SURMHFW WR FDSWXUH DVSHFWV OLNH VKRXOGHU� ERG\�
DQG KHDG PRYHPHQW DV ZHOO DV H\H JD]H DQG IDFLDO H[�
SUHVVLRQ �+DQNH� ������ +RZHYHU� WKHVH WDJV DUH QRW RIIL�
FLDOO\ SDUW RI WKH +DP1R6\V V\PERO VHW� 0RUHRYHU� +DP�
1R6\V WUDQVFULSWLRQV DUH UDWKHU FRPSOH[� DV FDQ EH VHHQ
IURP ([DPSOH �� WKH WUDQVFULSWLRQ RI WKH VLJQ *(%b5'(1�
635$&+.856 �µVLJQ ODQJXDJH FRXUVH¶� LQ 6ZLVV *HUPDQ
6LJQ /DQJXDJH� 1HYHUWKHOHVV� +DP1R6\V LV FRQVLGHUHG E\
PDQ\ WR EH WKH VWDWH�RI�WKH�DUW VLJQ ODQJXDJH QRWDWLRQ V\V�
WHP� ,W LV DOVR XVHG LQ D OH[LFRQ RI 6ZLVV *HUPDQ 6LJQ /DQ�
JXDJH� ,Q WKH IROORZLQJ VHFWLRQ� ZH GHVFULEH 6ZLVV *HUPDQ
6LJQ /DQJXDJH LQ PRUH GHWDLO DQG LQWURGXFH WKH OH[LFRQ�

�� 6ZLVV *HUPDQ 6LJQ /DQJXDJH
6ZLVV *HUPDQ 6LJQ /DQJXDJH �'HXWVFKVFKZHL]HULVFKH
*HElUGHQVSUDFKH� '6*6� LV WKH VLJQ ODQJXDJH RI WKH
*HUPDQ�VSHDNLQJ DUHD LQ 6ZLW]HUODQG� ,W KDV DSSUR[LPDWHO\
���� XVHUV �/HZLV� ����� GLVWULEXWHG DFURVV ILYH GLIIHUHQW
GLDOHFWV� :H IRFXV RQ WKH =XULFK GLDOHFW� 7KH PRXWKLQJV
XVHG LQ '6*6 DUH GHULYHG IURP 6WDQGDUG *HUPDQ UDWKHU
WKDQ IURP RQH RI WKH 6ZLVV *HUPDQ GLDOHFWV� ,Q ����� ZRUN
VWDUWHG RQ D '6*6 OH[LFRQ �%R\HV %UDHP� ������ &XUUHQWO\
WKH OH[LFRQ FRQWDLQV DERXW ���� VLJQV� (DFK VLJQ LV UHSUH�
VHQWHG ZLWK D *HUPDQ JORVV DV ZHOO DV ZLWK D VHW RI *HUPDQ
NH\ZRUGV� .H\ZRUGV DUH LQFOXGHG VLQFH JORVVHV RIWHQ UH�
IOHFW RQO\ RQH PHDQLQJ RI WKH VLJQ RU GR QRW VXIILFLHQWO\
GLVWLQJXLVK WKH VLJQ¶V PHDQLQJ IURP WKH PHDQLQJV RI RWKHU
VLJQV� )RU H[DPSOH� WKHUH DUH WZR JORVVHV */$8%(1� RQH
���8;O·� FDUULHV WKH NH\ZRUGV JODXEHQ� DQQHKPHQ �µEH�
OLHYH¶� µDVVXPH¶�� WKH RWKHU �
���7O?¸Æo±�8Ç� WKH NH\ZRUGV
JODXEHQ� *ODXEH� JOlXELJ� UHOLJL|V �µEHOLHYH¶� µIDLWK¶� µUH�

OLJLRXV¶��
,Q WKH OH[LFRQ� D YLGHR FOLS LV DYDLODEOH IRU WKH FLWDWLRQ IRUP
RI WKH VLJQ� 7KH SRVVLEOH PRGLILFDWLRQV �H�J�� SOXUDOLVDWLRQ�
YHUEDO DVSHFW� DV ZHOO DV DGGLWLRQDO OLQJXLVWLF LQIRUPDWLRQ
DUH JLYHQ LQ WH[WXDO IRUP� (IIRUWV DUH PDGH WR WUDQVFULEH DOO
RI WKH VLJQV LQ +DP1R6\V�
2XU DLP LV WR HQULFK WKH '6*6 OH[LFRQ ZLWK LQIRUPDWLRQ
RQ VHPDQWLF UHODWLRQV� :H LGHQWLI\ VHPDQWLF UHODWLRQV LQ D
WZR�VWHS SURFHVV� ILUVW� D VHW RI SDLUV RI VHPDQWLFDOO\ UHODWHG
HQWULHV LV JHQHUDWHG DXWRPDWLFDOO\� VHFRQG� WKH VHW LV ILOWHUHG
WKURXJK PDQXDO VFUHHQLQJ E\ D QDWLYH VLJQHU� ,Q ZKDW IRO�
ORZV� ZH GHVFULEH WKH ILUVW VWHS RI WKLV SURFHVV LQPRUH GHWDLO�

�� ,GHQWLI\LQJ 6HPDQWLF 5HODWLRQV
���� 6WHS �� $XWRPDWLF ,GHQWLILFDWLRQ

5HODWLRQ :RUG &ODVV 5HYHUVH 5HO� 7\SH
1 $ 9

K\SHURQ\P\ ! ! ! K\SRQ\P\ FRQFHSWXDO
K\SRQ\P\ ! ! ! K\SHURQ\P\ FRQFHSWXDO
PHURQ\P\ ! " " KRORQ\P\ FRQFHSWXDO
KRORQ\P\ ! " " PHURQ\P\ FRQFHSWXDO
HQWDLOPHQW " " ! FRQFHSWXDO
FDXVDWLRQ " " ! FRQFHSWXDO
DVVRFLDWLRQ ! ! ! FRQFHSWXDO
V\QRQ\P\ ! ! ! V\QRQ\P\ OH[LFDO
DQWRQ\P\ ! ! ! DQWRQ\P\ OH[LFDO
SHUWRQ\P\ ! ! ! OH[LFDO
SDUWLFLSOH " ! " OH[LFDO

7DEOH �� 6XE�W\SHV RI VHPDQWLF UHODWLRQV LQ *HUPD1HW

:H XVH WKH VLJQ ODQJXDJH JORVVHV DQG NH\ZRUGV DYDLODEOH
IRU HDFK VLJQ LQ WKH '6*6 OH[LFRQ �FI� 6HFWLRQ �� DV LQ�
GLFDWRUV RI WKH XQGHUO\LQJ VHPDQWLF FRQFHSWV� :H VHDUFK
IRU WKHVH ZRUGV LQ *HUPD1HW� *HUPD1HW LV D OH[LFRJUDSKLF
UHIHUHQFH GDWDEDVH IRU *HUPDQ ZRUG VHQVHV FRQWDLQLQJ DQ�
QRWDWLRQV RI VHPDQWLF UHODWLRQV �+DPS DQG )HOGZHJ� ������
,W LV EDVHG RQ WKH 3ULQFHWRQ :RUG1HW IRU (QJOLVK �0LOOHU�
������� )RU WKH VHPDQWLF UHODWLRQV LQ *HUPD1HW WR EH IXOO\
DSSOLFDEOH WR WKH HQWULHV LQ WKH '6*6 OH[LFRQ� WKH VHPDQWLF
QHWZRUNV RI WKH WZR ODQJXDJHV '6*6 DQG *HUPDQ ZRXOG
KDYH WR EH H[DFWO\ WKH VDPH� 7KLV LV QRW WKH FDVH� \HW ZH
H[SHFW WKH QHWZRUNV WR EH VLPLODU HQRXJK IRU XV WR XVH WKH
DVVXPSWLRQ RI FRQFHSW HTXDOLW\ DV D KHXULVWLF� :H EHOLHYH LW
LV SURPLVLQJ WR IXUWKHU LQYHVWLJDWH WKH DSSOLFDELOLW\ RI VSR�
NHQ ODQJXDJH FRQFHSWV WR VLJQ ODQJXDJHV�
7KH EDVLF XQLWV LQ *HUPD1HW DUH VHPDQWLF FRQFHSWV� ZKLFK
DUH FDOOHG V\QVHWV� (DFK V\QVHW FRPELQHV D VHW RI OH[L�
FDO XQLWV E\ ZKLFK WKH FRUUHVSRQGLQJ FRQFHSW LV GHQRWHG�
/H[LFDO XQLWV PD\ WDNH PXOWLSOH RUWKRJUDSKLF IRUPV� H�J��
IDQWDVWLVFK �µIDQWDVWLF¶� PD\ DSSHDU DV IDQWDVWLVFK RU SKDQ�
WDVWLVFK �QHZ DQG ROG VSHOOLQJ� UHVSHFWLYHO\�� /HPPDV FDQ
EHORQJ WR RQH RI WKH WKUHH ZRUG FODVVHV QRXQ� YHUE� DQG DG�
MHFWLYH�

���

�:RUGQHWV DOVR H[LVW IRU RWKHU ODQJXDJHV� LQFOXGLQJ 'XWFK� ,WDO�
LDQ� 6SDQLVK� *HUPDQ� DQG )UHQFK �9RVVHQ� ������
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7KHUH DUH WZR PDLQ W\SHV RI VHPDQWLF UHODWLRQV LQ *HU�
PD1HW� FRQFHSWXDO UHODWLRQV KROG EHWZHHQ V\QVHWV� DQG
OH[LFDO UHODWLRQV KROG EHWZHHQ OH[LFDO XQLWV� 7DEOH � OLVWV
WKH VXE�W\SHV RI VHPDQWLF UHODWLRQV DYDLODEOH LQ *HUPD1HW�
IRU HDFK UHODWLRQ� WKH ZRUG FODVV�HV� ZLWK ZKLFK LW RFFXUV
�1±QRXQ� $±DGMHFWLYH� 9±YHUE�� WKH UHYHUVH UHODWLRQ �ZKHUH
DYDLODEOH�� DQG LWV W\SH �FRQFHSWXDO RU OH[LFDO� DUH VSHFLILHG�
([DPSOH � VKRZV WKH V\QVHW FRQWDLQLQJ WKH WZR OH[�
LFDO XQLWV DQG WKDW DUH HDFK UHSUHVHQWHG E\
D VLQJOH RUWKRJUDSKLF IRUP� HUIRUVFKW �µLQYHVWLJDWHG¶�� DQG
HUNXQGHW �µH[SORUHG¶�� 6\QRQ\P UHODWLRQV H[LVW EHWZHHQ WKH
OH[LFDO XQLWV�
:H XVH YHUVLRQ ��� RI *HUPD1HW� ZKLFK FRQWDLQV ������
OH[LFDO XQLWV GLVWULEXWHG DFURVV ������ V\QVHWV� ������ FRQ�
FHSWXDO UHODWLRQV KROG EHWZHHQ WKH V\QVHWV� DQG ���� OH[LFDO
UHODWLRQV H[LVW EHWZHHQ WKH OH[LFDO XQLWV� )RU HDFK HQWU\ SDLU
LQ WKH '6*6 OH[LFRQ ZH FKHFN ZKHWKHU WKH JORVVHV WKHP�
VHOYHV RU RQH RI WKH NH\ZRUGV RQ HDFK VLGH DUH SUHVHQW LQ
WKH *HUPD1HW GDWDEDVH� ,I WKLV LV WKH FDVH� ZH H[WUDFW WKH VHW
RI UHODWLRQV WKDW H[LVW EHWZHHQ WKH OH[LFDO XQLWV XQGHU FRQ�
VLGHUDWLRQ RU EHWZHHQ WKH V\QVHWV WR ZKLFK WKH OH[LFDO XQLWV
EHORQJ� )RU H[DPSOH� D V\QRQ\P UHODWLRQ H[LVWV EHWZHHQ WKH
WZR HQWULHV $1*(%27 Æ��'1Ë��)1ÇZ·q±¸¾ DQG $175$*
Í
��7JÆv¥�(Ç �ERWK µRIIHU¶�� $ K\SRQ\P�K\SHURQ\P UH�
ODWLRQ H[LVWV EHWZHHQ WKH WZR V\QVHWV WR ZKLFK WKH HQWULHV
$/*(5,(1� $/*(5,6&+ Í
�b%7J�'5¾ �µ$OJHULD� $O�
JHULDQ¶� DQG /$1' ��(5JO� �µFRXQWU\¶� EHORQJ�

6XE�W\SH $EVROXWH FRXQW 3HUFHQWDJH

+\SRQ\P�K\SHURQ\P ���� �����
6\QRQ\P ��� �����
0HURQ\P ��� ����
$QWRQ\P ��� ����
3HUWDLQ\P �� ����
3DUWLFLSOH �� ����
5HODWHG�WR �� ����
&DXVDWLRQ �� ����

7DEOH �� 5HODWLRQ VXE�W\SHV H[WUDFWHG DORQJ ZLWK WKHLU IUH�
TXHQFLHV

:H LGHQWLILHG ���� UHODWLRQV� 7KH GLVWULEXWLRQ DFFRUGLQJ WR
UHODWLRQ VXE�W\SHV LV DV VKRZQ LQ 7DEOH �� %HORZ LV D VDPSOH
RXWSXW RI RXU DSSURDFK �([DPSOHV � WR ��� VL[ DQWRQ\PV RI
WKH VLJQ $/7 ��&6F·{°¸¾ �µROG¶��

��� -81*7,(5� -81*(6� -81* Í�/7LO·Æv§�0ÇËÍ��07·K
�µ\RXQJ DQLPDO¶� µ\RXQJ¶�

��� )5,6&+� 1(8 ��'1KÆm���0'Ç �µIUHVK¶� µQHZ¶�

��� -81*� -8*(1'/,&+(5� -8*(1' ���Ê��%7JOÄ¸eZÅ�¾
�µ\RXQJ¶� µ\RXWK¶�

��� ./(,1� -81*� ./(,1(6� -81*(6 Í�� 1Js°¾ �µVPDOO¶�
µ\RXQJ¶�

��� 1(8� %5$1'1(8 ��'1KÆm���0'Ç �µQHZ¶� µEUDQG QHZ¶�

��� 1(8 Æ��Ê���'1Ë��Ê���)2ÇÆL·ËKÇÆm±¤°Ä½Z¸Å��1Ç �µQHZ¶�

���� 6WHS �� 0DQXDO 6FUHHQLQJ
6WHS � RI RXU SURFHVV FRQVLVWV RI PDQXDOO\ ILOWHULQJ WKH VH�
PDQWLF UHODWLRQV WKDW ZHUH UHWULHYHG DXWRPDWLFDOO\ GXULQJ
6WHS �� 7KLV WDVN ZDV FDUULHG RXW E\ D QDWLYH VLJQHU ZKR
LV DOVR D PHPEHU RI RXU SURMHFW� :H SUHVHQWHG KHU ZLWK ���
UDQGRPO\ VHOHFWHG VWDWHPHQWV RI WKH NLQG GLVSOD\HG LQ ([�
DPSOHV � DQG � DQG DVNHG KHU WR UDWH WKHPZLWK 7UXH RU )DOVH�
6KH UDWHG ��� RXW RI ��� VWDWHPHQWV ZLWK 7UXH ������� DQG
��� VWDWHPHQWV ZLWK )DOVH ��������

��� /$1' ��(5JO� �µFRXQWU\¶� LV K\SHUQ\P RI $/*(5,(1�
$/*(5,6&+ Í
�b%7J�'5¾ �µ$OJHULD� $OJHULDQ¶� !

��� *581'� 8067$1'� 027,9 Æ�'5Ë�)1ÇZ¸�°¾ �µFDXVH�
UHDVRQ¶� XQG /$1'6&+$)7� 80*(%81*� *(*(1'
Í��(4Ñ·Jo±¨¬ �µODQGVFDSH� QHLJKERXUKRRG¶� KDYH WKH VDPH
PHDQLQJ "

���� *277� $//0b&+7,*(5� +(55� 9$7(5 
��69On°²
�µ*RG¶� µ$OPLJKW\¶� µ/RUG¶� µ+RO\¶ µ)DWKHU¶� LV K\SRQ\P RI
*52669$7(5� 23$� *52663$3$ ���5KOq°©ª
�µJUDQGIDWKHU¶� µJUDQGGDG¶��

7KH VWDWHPHQWV UDWHG DV )DOVH DUH UHODWLRQV WKDW GR QRW DSSO\
IRU '6*6� 7KHUH DUH WZR SRVVLEOH UHDVRQV IRU WKLV�

�� 2XU V\VWHP IRXQG WKH UHODWLRQ DW KDQG EDVHG RQ D VHQVH
RI D *HUPDQ NH\ZRUG WKDW ZDV LQFRUUHFW LQ WKH JLYHQ
FRQWH[W� +HQFH� WKH UHODWLRQ LV DOVR QRW YDOLG IRU *HU�
PDQ� )RU H[DPSOH� WKH �IDOVH� VWDWHPHQW VKRZQ LQ ([�
DPSOH �� LV GXH WR DQ DPELJXLW\ RI WKH ZRUG 9DWHU�
ZKLFK FDQ PHDQ ERWK µ+RO\ )DWKHU¶ DV ZHOO DV µIDWKHU¶�
,Q WKLV FDVH� WKH IRUPHU �µ+RO\ )DWKHU¶� LV WKH LQWHQGHG
PHDQLQJ� ZKHUHDV WKH K\SRQ\P*52669$7(5�23$�
*52663$3$ ���5KOq°©ª �µJUDQGIDWKHU¶� µJUDQGGDG¶�
SURSRVHG E\ RXU V\VWHP LV EDVHG RQ WKH ODWWHU PHDQLQJ
�µIDWKHU¶�� ZKLFK LQ WKLV FRQWH[W LV LQFRUUHFW�

�� 7KH UHODWLRQ LV YDOLG IRU *HUPDQ EXW QRW IRU '6*6�
+HQFH� LW DFFRXQWV IRU D GLIIHUHQFH LQ WKH VHPDQWLF FRQ�
FHSWV RI *HUPDQ DQG '6*6� )RU H[DPSOH� LQ *HUPDQ�
.�QVWOHU� .�QVWOHULQ� .XQVWVFKDIIHQGHU� .XQVWVFKDI�
IHQGH �µDUWLVW¶� LV D K\SHUQ\P RI 0XVLNHU� 0XVLNHULQ�
0XVLNDQW� 0XVLNDQWLQ �µPXVLFLDQ¶�� ,Q '6*6� KRZ�
HYHU� .h167/(5� .h167/(5,1� .81676&+$)�
)(1'(5� .81676&+$))(1'( LV UHVWULFWHG WR WKH
PHDQLQJ RI D YLVXDO DUWLVW� L�H�� D SDLQWHU� +HQFH� WKH
UHODWLRQ GRHV QRW KROG IRU '6*6� 6LPLODUO\� 75$,1�
,1*� 75$,1,(5(1 �µSUDFWLFH¶� LV FRQILQHG WR WKH GR�
PDLQ RI SK\VLFDO DFWLYLW\ LQ '6*6� ZKHUHDV LW PD\ LQ�
YROYH DQ\ VRUW RI WUDLQLQJ LQ *HUPDQ� +HQFH� 7UDLQLQJ�
WUDLQLHUHQ LV D YDOLG K\SRQ\P RI /HKUHQ� XQWHUULFKWHQ�
VFKXOHQ� EHOHKUHQ� HUNOlUHQ �µLQVWUXFW¶� µWHDFK¶� LQ *HU�
PDQ EXW QRW LQ '6*6� $V D WKLUG H[DPSOH� +DXVKDOW�
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KDXVKDOWHQ �µKRXVHKROG¶� LV D K\SHUQ\P RI %XFKKDO�
WXQJ� EXFKKDOWHQ �µERRN�NHHSLQJ¶� LQ *HUPDQ EXW QRW
LQ '6*6� ZKHUH %8&++$/781*� %8&++$/7(1
FDQQRW KDYH D ILQDQFLDO DVSHFW WR LWV PHDQLQJ �DV LQ µIL�
QDQFLDO KRXVHKROG¶��

:H ZLOO LQFRUSRUDWH WKH VHPDQWLF UHODWLRQV LGHQWLILHG DV
YDOLG IRU '6*6 LQWR WKH '6*6 OH[LFRQ �FI� 6HFWLRQ ���
6HPDQWLF UHODWLRQV EHWZHHQ VLJQV FDQ EH XVHG WR REWDLQ VXE�
W\SHV WKDW EHORQJ WR WKH VDPH W\SHZLWKLQ WKH FRQFHSW RI GRX�
EOH JORVVLQJ �.RQUDG� ����� ���±������ 'RXEOH JORVVLQJ
EXLOGV RQ WKH W\SRORJ\ RI VLJQV E\ -RKQVWRQ DQG 6FKHPEUL
������� ,Q ZKDW IROORZV� ZH LQWURGXFH WKLV W\SRORJ\� ,Q 6HF�
WLRQ ��� ZH WKHQ H[SODLQ WKH FRQFHSW RI GRXEOH JORVVLQJ� ,Q
6HFWLRQ ��� ZH SUHVHQW RXU DSSURDFK WR DXWRPDWLFDOO\ JHQ�
HUDWLQJ VXE�W\SHV RI WKH VDPH W\SH�

�� 7\SRORJ\ RI 6LJQV
-RKQVWRQ DQG 6FKHPEUL ������ DVVXPH WZR PDLQ W\SHV RI
VLJQV LQ VLJQ ODQJXDJHV� SURGXFWLYH VLJQV DQG FRQYHQWLRQDO
VLJQV�� )RU SURGXFWLYH VLJQV� WKH VXP RI PHDQLQJV RI WKH
VXEOH[LFDO FRPSRQHQWV �FI� 6HFWLRQ ���� \LHOGV WKH RYHU�
DOO PHDQLQJ RI WKH VLJQ� 3URGXFWLYH VLJQV DUH LFRQLF� WKHLU
IRUP FDQ EH WUDFHG EDFN WR DQ XQGHUO\LQJ LPDJH� 0RUH�
RYHU� WKH\ DUH FRQWH[W�GHSHQGHQW� 7KH\ DUH GHULYHG VSRQWD�
QHRXVO\� ZKLFK LV ZK\ WKH\ DUH DOVR UHIHUUHG WR DV ³RQ�WKH�
VSRW´ VLJQV� ,W LV IRU WKLV UHDVRQ DOVR WKDW SURGXFWLYH VLJQV
GR QRW KDYH D VWDEOH FLWDWLRQ IRUP� KHQFH� WKH\ GR QRW DSSHDU
LQ WKH OH[LFRQ�
&RQYHQWLRQDO VLJQV DUH LGLRPDWLF LQ WKDW WKHLU RYHUDOO PHDQ�
LQJ LV QRW FRPSRVHG PHUHO\ RI WKH PHDQLQJV RI WKH VXE�
OH[LFDO FRPSRQHQWV� 7KH\ DUH ³RII�WKH�VKHOI´ VLJQV� ZKLFK
PDNHV WKHP VLPLODU WR VSRNHQ�ODQJXDJH ZRUGV� 0RVW FRQ�
YHQWLRQDO VLJQV DUH RULJLQDOO\ LFRQLF� \HW KDYH GHYHORSHG
LQWR VHOI�FRQWDLQHG IRUP�PHDQLQJ XQLWV WKDW FDQ EH XVHG
ZLWKRXW GUDZLQJ RQ LFRQLF YDOXH� 1HYHUWKHOHVV� WKH LFRQLF
YDOXH RI PDQ\ FRQYHQWLRQDO VLJQV FDQ EH UHDFWLYDWHG E\
PRGLI\LQJ WKH VLJQ� H�J�� E\ SOXUDOLVLQJ LW� 7KLV SURFHVV LV
FDOOHG GHOH[LFDOLVDWLRQ� RU UHLFRQLVDWLRQ� %\ FRQWUDVW� WKH
SURFHVV GXULQJ ZKLFK SURGXFWLYH VLJQV DUH WXUQHG LQWR FRQ�
YHQWLRQDO VLJQV LV UHIHUUHG WR DV OH[LFDOLVDWLRQ�
.RQUDG ������ H[WHQGV WKH VFKHPH RI -RKQVWRQ DQG 6FKHP�
EUL ������ E\ IXUWKHU GLIIHUHQWLDWLQJ FRQYHQWLRQDO VLJQV DF�
FRUGLQJ WR WZR XVDJHV� D FRQYHQWLRQDO XVDJH� DQG D SUR�
GXFWLYH XVDJH� 7KH XVDJHV DUH FKDUDFWHUL]HG E\ WKH ZD\ LQ
ZKLFK VLJQV DUH FRPELQHG ZLWK PRXWKLQJV� D FRQYHQWLRQDO
XVDJH RI D FRQYHQWLRQDO VLJQ LPSOLHV D KDELWXDO FRPELQDWLRQ
RI VLJQ DQG PRXWKLQJ� ZKLOH D SURGXFWLYH XVDJH LV FRQVWL�
WXWHG E\ DQ XQXVXDO RU RFFDVLRQDO VLJQ�PRXWKLQJ FRPELQD�
WLRQ�
)LJXUH � VXPPDUL]HV WKH W\SRORJ\ RI VLJQV SURSRVHG E\
-RKQVWRQ DQG 6FKHPEUL ������ DQG H[WHQGHG E\ .RQUDG
������� ,W LV LPSRUWDQW WR QRWH WKDW WKH GLVWLQFWLRQ EHWZHHQ
SURGXFWLYH DQG FRQYHQWLRQDO VLJQV LV RQH RI GHJUHH UDWKHU

�(IIRUWV DUH XQGHUZD\ WR LQFOXGH GRXEOH JORVVLQJ LQ WKH '6*6
OH[LFRQ� 'RXEOH JORVVLQJ LV LPSOHPHQWHG LQ L/H[ �+DQNH DQG
6WRU]� ������

�$ WKLUG W\SH H[LVWV WKDW VXEVXPHV YDULRXV VPDOOHU FDWHJRULHV�
H�J�� ILQJHU DOSKDEHW� LQLWLDOLVHG VLJQV� LQGH[ VLJQV� QXPEHU VLJQV�
JHVWXUHV� HWF�

WKDQ NLQG� 7KH FRQFHSW RI GRXEOH JORVVLQJ DSSOLHV WR FRQ�
YHQWLRQDO VLJQV RQO\� 7KLV LV WKH SDUW HQFORVHG LQ WKH GRWWHG
IUDPH LQ )LJXUH ��

�� 'RXEOH *ORVVLQJ
���� &RQFHSW 2YHUYLHZ
7KH FRQFHSW RI GRXEOH JORVVLQJ LQFOXGHV D WZR�OHYHO KLHU�
DUFK\� WKH XSSHU OHYHO FRQVLVWV RI �OH[LFDO� W\SHV� WKH ORZHU
OHYHO FRQVLVWV RI VXE�W\SHV WKDW DUH LGHQWLFDO LQ IRUP� XQ�
GHUO\LQJ LPDJH� DQG LPDJH SURGXFLQJ WHFKQLTXH�� ,GHQWL�
FDO LPDJHV DQG LPDJH SURGXFLQJ WHFKQLTXHV LPSO\ WKDW VLJQV
KDYH WKH VDPH LFRQLF YDOXH� +HQFH� WKH JRYHUQLQJ SULQFLSOH
EHKLQG GRXEOH JORVVLQJ LV LFRQLFLW\� $V DQ H[DPSOH� FRQ�
VLGHU WKH W\SH )/$&+ �µIODW¶�� ZKLFK XQLWHV� DPRQJ RWKHUV�
WKH VXE�W\SHV %$6,6 �µEDVH¶�� %2'(1 �µJURXQG¶�� )(/'
�µILHOG¶�� DQG 7,6&+ �µWDEOH¶� �.RQUDG� ������ 7KH FRP�
PRQ XQGHUO\LQJ LPDJH KHUH LV WKDW RI D IODW VXUIDFH� 2WKHU
H[DPSOHV RI W\SH QDPHV DUH 9,(5(&. �µVTXDUH¶�� %(5(�
,&+ �µDUHD¶�� %(+b/7(5 �µFRQWDLQHU¶�� 581' �µURXQG
VKDSH¶�� DQG 0$7(5,$/ �µPDWHULDO¶� �.RQUDG� ������

���� ,GHQWLI\LQJ 6XE�7\SHV IURP 6HPDQWLF 5HODWLRQV
'HSDUWLQJ IURP WKH VHPDQWLF UHODWLRQV REWDLQHG IURP RXU
WZR�VWHS SURFHVV �FI� 6HFWLRQ ��� RXU JRDO ZDV WR DXWRPDWL�
FDOO\ H[WUDFW VXE�W\SHV RI WKH VDPH W\SH ZLWKLQ WKH FRQFHSW
RI GRXEOH JORVVLQJ� +HQFH� ZH ZHUH FRQFHUQHG ZLWK VHPDQ�
WLFDOO\ UHODWHG VXE�W\SHV� 7KLV LV WKH DUHD RXWOLQHG LQ JUH\
LQ )LJXUH �� 2XWOLQHG LQ EODFN LV WKH DUHD LQ ZKLFK GRXEOH
JORVVLQJ DV D ZKROH WDNHV SODFH�
:H ORRNHG DW SDLUV RI K\SRQ\PV RI WKH VDPH K\SHUQ\P WKDW
DUH IRUP�HTXLYDOHQW� L�H�� KDYH WKH VDPH +DP1R6\V QRWD�
WLRQ� )RU H[DPSOH� %$&+ �µEURRN¶� DQG )/866 �µULYHU¶�
KDYH WKH VDPH IRUP �Ì��(7v¨� DQG WKH VDPH *HUPD1HW K\�
SHUQ\P� *HZlVVHU �µVWUHWFK RI ZDWHU¶�� 7KH KHXULVWLF KHUH
LV WKDW WZR IRUP�HTXLYDOHQW VLJQV WKDW DUH VHPDQWLFDOO\ UH�
ODWHG KDYH WKH VDPH XQGHUO\LQJ LPDJH �LQ WKLV FDVH� D WUDFLQJ
PRYHPHQW VNHWFKLQJ WKH IORZ RI D ULYHU RU D EURRN� FI� )LJ�
XUH �� DQG WKH VDPH LPDJH SURGXFLQJ WHFKQLTXH� 1RWH WKDW
WKLV LV QRW DOZD\V WUXH� .RQUDG ������ ���� QDPHV WKH H[�
DPSOH RI WZR GLIIHUHQW VLJQV .5,33( WKDW DUH HTXLYDOHQW LQ
WKHLU XQGHUO\LQJ LPDJH EXW QRW HTXLYDOHQW LQ IRUP DQG LPDJH
SURGXFLQJ WHFKQLTXH�
:H LGHQWLILHG �� VXE�W\SH SDLUV RI WKLV NLQG� 1RWH WKDW
LW ZRXOG EH FRQFHSWXDOO\ ZURQJ WR QDPH WKH FRUUHVSRQG�
LQJ W\SHV DIWHU WKH PXWXDO K\SHUQ\PV� H�J�� WR FKRRVH
*(:b66(5 DV WKH QDPH RI WKH W\SH FRPSULVLQJ WKH VXE�
W\SHV %$&+ DQG )/866� WKLV LV EHFDXVH QRW DOO VXE�W\SHV
RI D W\SH DUH QHFHVVDULO\ VHPDQWLFDOO\ UHODWHG�

�� &RQFOXVLRQ
,Q WKLV SDSHU ZH VKRZHG WKDW XVLQJ D VSRNHQ�ODQJXDJH UH�
VRXUFH WR REWDLQ LQIRUPDWLRQ DERXW D VLJQ ODQJXDJH OHDGV WR
��� FRUUHFW VHPDQWLF UHODWLRQV� :H XVHG *HUPD1HW WR DXWR�
PDWLFDOO\ REWDLQ FDQGLGDWHV IRU VHPDQWLF UHODWLRQV LQ 6ZLVV

�7KH WHUPV W\SH DQG VXE�W\SH DUH IURP .|QLJ HW DO� �������
1RWH WKDW WKH\ DUH GLIIHUHQW IURP WKH WHUPV RI WKH VDPH QDPH LQ�
WURGXFHG LQ WKH FRQWH[W RI VHPDQWLF UHODWLRQV LQ 6HFWLRQ �� ,PDJH
SURGXFLQJ WHFKQLTXHV DUH GHVFULEHG LQ /DQJHU �������
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productive signs conventional signs fingerspelling signs. 
initialised signs, indexical 
signs, number signs, 
gestures, etc.  

signs 

conventional usage productive usage 

lexicalisation 

reiconisation, delexicalisation 

)LJXUH �� 7\SRORJ\ RI VLJQV EDVHG RQ -RKQVWRQ DQG 6FKHPEUL ������ DQG .RQUDG ������

��
FRPSDULVRQ RI WZR VLJQV

�

VDPH IRUP

�

VDPH LPDJH
DQG VDPH LPDJH

SURGXFLQJ
WHFKQLTXH

�

VXE�W\SHV RI
WKH VDPH W\SH

�

GLIIHUHQW LPDJHV
DQG�RU GLIIHUHQW
LPDJH SURGXFWLRQ

WHFKQLTXHV

�

VXE�W\SHV RI
GLIIHUHQW W\SHV

�

VHPDQWLFDOO\
UHODWHG

�

QRW VHPDQWL�
FDOO\ UHODWHG

�

GLIIHUHQW IRUPV

�

VXE�W\SHV RI
GLIIHUHQW W\SHV

�

)LJXUH �� 'RXEOH JORVVLQJ� ,GHQWLI\LQJ VXE�W\SHV RI WKH VDPH W\SH �EDVHG RQ .RQUDG �������

)LJXUH �� )RUP RI WKH VLJQV %$&+ �µEURRN¶�� )/866
�µULYHU¶�� DQG :(* �µSDWK¶� �VRXUFH� '6*6 OH[LFRQ�

*HUPDQ 6LJQ /DQJXDJH� :H DOVR ORRNHG DW VHPDQWLFDOO\ UH�
ODWHG VXE�W\SHV ZLWKLQ WKH FRQFHSW RI GRXEOH JORVVLQJ� :H
H[WUDFWHG �� VXE�W\SH SDLUV� 2XU DSSURDFK FRQWULEXWHV WR D
FRPSDULVRQ RI VHPDQWLF DQG LFRQLF QHWZRUNV� LW \LHOGV IXU�
WKHU LQVLJKW LQWR WKH TXHVWLRQ UDLVHG E\ .RQUDG ������ �����
³RE XQG LQZLHZHLW LNRQLVFKH XQG VHPDQWLVFKH 1HW]ZHUNH
]XU 'HFNXQJ JHEUDFKW ZHUGHQ N|QQHQ´ �µZKHWKHU DQG� LI VR�
KRZ LFRQLF DQG VHPDQWLF QHWZRUNV FDQ EH EURXJKW WR RYHU�
ODS¶��
,Q WKH IXWXUH� ZHZRXOG OLNH WR ORRN LQWRZD\V RI RSHUDWLRQDO�
L]LQJ WKH FULWHULD RI µLGHQWLFDO LPDJH¶ DQG µLGHQWLFDO LPDJH
SURGXFLQJ WHFKQLTXH¶ VR DV WR EH DEOH WR H[WUDFW PRUH VXE�
W\SHV DXWRPDWLFDOO\� *LYHQ WKH KLJK FRVW RI GRXEOH JORVV�
LQJ �.RQUDG� ����� ���� LW VHHPV UHDVRQDEOH WR DXWRPDWH DV
PXFK RI WKLV WDVN DV SRVVLEOH�
:H ZLOO DOVR LQYHVWLJDWH WKH SRVVLELOLW\ RI H[WUDFWLQJ DGGL�
WLRQDO VHPDQWLF UHODWLRQV IRU *HUPDQ IURP 6ZLVV *HUPDQ
6LJQ /DQJXDJH IRUP HTXLYDOHQFHV� ,Q GRLQJ VR� ZH ZLOO SXU�
VXH WKH RSSRVLWH GLUHFWLRQ WR WKDW FRPPRQO\ LQYHVWLJDWHG�
L�H�� ZH ZLOO DWWHPSW WR DUULYH DW DGGLWLRQDO NQRZOHGJH RI
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VSRNHQ ODQJXDJHV XVLQJ LQIRUPDWLRQ IURP VLJQ ODQJXDJHV�

�� $FNQRZOHGJHPHQWV
:H WKDQN 3HQQ\ %R\HV %UDHP IRU SURYLGLQJ KHU '6*6 OH[�
LFRQ DV ZHOO DV JLYLQJ DGYLFH DW YDULRXV VWDJHV RI WKLV ZRUN�
DQG 5HLQHU .RQUDG IRU KLV KHOSIXO FRPPHQWV�

�� 5HIHUHQFHV
3HQQ\ %R\HV %UDHP� ����� $ PXOWLPHGLD ELOLQJXDO
GDWDEDVH IRU WKH OH[LFRQ RI 6ZLVV *HUPDQ 6LJQ /DQJXDJH�
6LJQ /DQJXDJH 	 /LQJXLVWLFV� �����±����

5� (OOLRWW� -� 5�:� *ODXHUW� -� 5� .HQQDZD\� DQG ,� 0DUVKDOO�
����� 7KH GHYHORSPHQW RI ODQJXDJH SURFHVVLQJ VXSSRUW
IRU WKH 9L6L&$67 SURMHFW� ,Q 3URFHHGLQJV RI WKH IRXUWK
LQWHUQDWLRQDO $&0 FRQIHUHQFH RQ $VVLVWLYH WHFKQRORJLHV�
$VVHWV 
��� SDJHV ���±���� $UOLQJWRQ� 9LUJLQLD� 8QLWHG
6WDWHV� $&0�

%LUJLW +DPS DQG +HOPXW )HOGZHJ� ����� *HUPD1HW ± D
/H[LFDO�6HPDQWLF 1HW IRU *HUPDQ� ,Q 3URFHHGLQJV RI
$&/ ZRUNVKRS $XWRPDWLF ,QIRUPDWLRQ ([WUDFWLRQ DQG
%XLOGLQJ RI /H[LFDO 6HPDQWLF 5HVRXUFHV IRU 1/3 $SSOL�
FDWLRQV� 0DGULG�

7KRPDV +DQNH DQG -DNRE 6WRU]� ����� L/H[ ± $ 'DWDEDVH
7RRO IRU ,QWHJUDWLQJ 6LJQ /DQJXDJH &RUSXV /LQJXLVWLFV
DQG 6LJQ /DQJXDJH /H[LFRJUDSK\� ,Q /5(& ���� :RUN�
VKRS 3URFHHGLQJV� SDJHV ��±���

7KRPDV +DQNH� ����� 9L6L&$67 'HOLYHUDEOH '���� ,QWHU�
IDFH 'HILQLWLRQV� 7HFKQLFDO UHSRUW� 9L6L&$67 SURMHFW�

0DWW +XHQHUIDXWK� ����� *HQHUDWLQJ $PHULFDQ 6LJQ /DQ�
JXDJH &ODVVLILHU 3UHGLFDWHV IRU (QJOLVK�WR�$6/ 0DFKLQH
7UDQVODWLRQ� 3K�'� WKHVLV� 8QLYHUVLW\ RI 3HQQV\OYDQLD�

7UHYRU -RKQVWRQ DQG $GDP 6FKHPEUL� ����� 2Q 'HILQLQJ
/H[HPH LQ D 6LJQHG /DQJXDJH� 6LJQ /DQJXDJH 	 /LQ�
JXLVWLFV� �����±����

6XVDQQH .|QLJ� 5HLQHU .RQUDG� *DEULHOH /DQJHU� DQG
5LH 1LVKLR� +RZ PXFK WRS�GRZQ DQG ERWWRP�XS
GR ZH QHHG WR EXLOG D OHPPDWL]HG FRUSXV" 3RVWHU
SUHVHQWHG DW WKH 7KHRUHWLFDO ,VVXHV LQ 6LJQ /DQJXDJH
5HVHDUFK &RQIHUHQFH �7,6/5 ���� 6HSW ��±2FW ��
����� 3XUGXH 8QLYHUVLW\� ,QGLDQD� 86$� 2QOLQH�

�
5HLQHU .RQUDG� ����� 'LH OH[LNDOLVFKH 6WUXNWXU GHU
'HXWVFKHQ *HElUGHQVSUDFKH LP 6SLHJHO HPSLULVFKHU
)DFKJHElUGHQOH[LNRJUDSKLH� =XU ,QWHJUDWLRQ GHU ,NRQL]�
LWlW LQ HLQ NRUSXVEDVLHUWHV /H[LNRQPRGHOO� *XQWHU 1DUU
9HUODJ�

*DEULHOH /DQJHU� ����� %LOGHU]HXJXQJVWHFKQLNHQ LQ GHU
'HXWVFKHQ *HElUGHQVSUDFKH� 'DV =HLFKHQ� ������±����

0� 3DXO /HZLV� HGLWRU� ����� (WKQRORJXH� /DQJXDJHV RI
WKH :RUOG� 6,/ ,QWHUQDWLRQDO� 'DOODV� 7H[�� ��WK HGLWLRQ�
2QOLQH YHUVLRQ� �

*HRUJH $� 0LOOHU� ����� :RUG1HW� D /H[LFDO 'DWDEDVH IRU
(QJOLVK� ,Q +XPDQ /DQJXDJH 7HFKQRORJ\� 3URFHHGLQJV
RI D ZRUNVKRS KHOG DW 3ODLQVERUR� 1HZ -HUVH\� SDJHV
���±���� 3ODLQVERUR� 1HZ -HUVH\�

6LHJPXQG 3ULOOZLW]� 5HJLQD /HYHQ� +HLNR =LHQHUW� 7KRPDV
+DQNH� DQG -DQ +HQQLQJ� ����� +DP1R6\V� 9HUVLRQ
���� +DPEXUJ 1RWDWLRQ 6\VWHP IRU 6LJQ /DQJXDJHV� $Q
LQWURGXFWRU\ JXLGH� 6LJQXP� +DPEXUJ�

+DUU\ YDQ GHU +XOVW DQG 5DFKHO &KDQQRQ� ����� 1RWDWLRQ
V\VWHPV� ,Q 'LDQH %UHQWDUL� HGLWRU� 6LJQ ODQJXDJHV� &DP�
EULGJH ODQJXDJH VXUYH\V� SDJHV ���±���� &DPEULGJH
8QLYHUVLW\ 3UHVV� &DPEULGJH�

3LHN 9RVVHQ� ����� (XUR:RUG1HW� $ 0XOWLOLQJXDO
'DWDEDVH RI $XWRQRPRXV DQG /DQJXDJH�6SHFLILF :RUG�
QHWV &RQQHFWHG YLD DQ ,QWHU�/LQJXDO ,QGH[� ,QWHUQDWLRQDO
-RXUQDO RI /H[LFRJUDSK\� ������±����
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Abstract 
Here we present the outcomes of Dicta-Sign FP7-ICT project. Dicta-Sign researched ways to enable communication between Deaf 
individuals through the development of human-computer interfaces (HCI) for Deaf users, by means of Sign Language. It has 
researched and developed recognition and synthesis engines for sign languages (SLs) that have brought sign recognition and 
generation technologies significantly closer to authentic signing. In this context, Dicta-Sign has developed several technologies 
demonstrated via a sign language aware Web 2.0, combining work from the fields of sign language recognition, sign language 
animation via avatars and sign language resources and language models development, with the goal of allowing Deaf users to make, 
edit, and review avatar-based sign language contributions online, similar to the way people nowadays make text-based contributions on 
the Web. 
 
Keywords: Sign language technologies, multilingual sign language resources, sign language Web 2.0 applications, Deaf 
communication, human-computer interfaces (HCI) for Deaf users   

1. The Dicta-Sign framework 
When introducing the components and objectives of the 
Dicta-Sign project (FP7-ICT) at the 4th Workshop on the 
Representation and Processing of Sign Languages in the 
framework of LREC-2010 (Efthimiou et al., 2010), we 
underlined its major aim, which was to improve the state 
of web-based communication for Deaf people by 
allowing use of sign language in a way similar to what 
holds for oral languages. In the three years of its life-cycle, 
Dicta-Sign significantly progressed knowledge in the 
domains of recognising and generating authentic signing. 
It also created significant sign language resources to be 
exploited in future research both in sign language 
linguistics and sign language technologies. Dicta-Sign 
developed several technologies demonstrated via a sign 
language-aware Web 2.0 application, a wiki, combining 
work from the fields of sign language recognition, sign 
language animation via avatars and sign language 
linguistics. The goal is to allow Deaf users to make, edit, 
and review online sign language content presented via a 
signing avatar, in a similar way to how people make 
text-based contributions on the Web. In this context, 
several successful proof-of-concept demonstrators have 
been created. Furthermore, to serve its technological 
goals, Dicta-Sign created a multilingual lexicon and 
annotated comparable corpora resources for four 
European sign languages: Greek, British, German, and 
French Sign Language, which were exploited in the 
definition of models for sign language lexicon and 
grammar, they informed the project’s technologies and are 
now available to the international research community. 
Dicta-Sign (http://www.dictasign.eu/) actually developed 
three proof-of-concept prototypes: a Search-by-Example 
Tool that works as a sign language dictionary (Cooper et 
al,. 2011), a Sign Look-up Tool that allows for 
multilingual translation of signs in the four project sign 

languages (Elliot et al., 2011), and a Sign-Wiki, a sign 
language-based Wiki which enables end-users to view, 
edit, create and upload sign language content, while 
preserving their anonymity through the use of a signing 
avatar for the display of so created content.  

2. Technological advancements and 
multilingual SL resources 

Dicta-Sign contributed new knowledge in regard to sign 
language resources creation and the whole range of sign 
language technologies. The scientific domains addressed 
are: 

• Image processing 
• Advanced computer vision 
• Statistical methods for continuous sign recognition 

with multimodal fusion and adaptation 
• Virtual human technology 
• Sign language modelling 
• Grammar and lexicon design and development 
• Corpus construction 

The project has investigated sign language processing in 
different input and output modalities Within these input 
and output modalities, different channels (manual signing, 
eye gaze, facial expression and body posture) present 
complementary communicative information. Dicta-Sign 
has analysed and synthesised information within these 
channels to encompass the full range of expressiveness 
within sign languages. 
In so doing, Dicta-Sign has achieved the following goals: 

• Establishment of the world's only extensive parallel 
multilingual corpus of annotated sign language 
video data to inform further sign language research 
and provide a resource to inform sign language 
processing technology (http://www.sign- 
lang.uni-hamburg.de/dicta-sign/portal/). 

• Development of advanced sign language annotation 
tools to provide access to this corpus integrating the 

37



recognition, generation and animation technologies 
developed within the project (Dicta-Sign technical 
report: D5.4; Gonzalez & Collet, 2012) 

• Use of image processing and computer vision 
technology and the development of a statistical 
framework to enhance and progress beyond the 
state-of-the-art in continuous sign language 
recognition, also experimenting with sign language 
linguistic models and exploiting multimodal fusion 
and adaptation (Dicta-Sign technical reports: D1.3. 
and D2.3) 

• Development and dissemination of a 
morphophonetically based orthography based upon 
HamNoSys incorporating the manual and 
non-manual channels of sign language 
communication used both for annotation purposes 
and as an intermediate representation for both sign 
language generation and recognition within system 
software, 

• Provision of large cross-lingual sign lexicons 
(http://www.sign-lang.uni-hamburg.de/dicta-sign/co
nsign/demo/cs_list_eng.html), 

• Extension of sign language generation and virtual 
human animation technology to advanced realistic 
signing (Dicta-Sign technical report: D3.3), 

• Development of a prototype sign-to-sign translation 
service (Dicta-Sign technical report: D7.2). 

These objectives are structured through the development 
and delivery of the following outputs: 

• A parallel multilingual corpus for four national 
sign languages – German, British, French and 
Greek (DGS, BSL, LSF and GSL respectively). 

• A multilingual lexicon of 1000+ signs from each 
of the four project sign languages, 

• A continuous sign language recognition system 
that has achieved significant improvements and 
also has researched the novel directions of 
multimodal sign fusion and signer adaptation, 

• A language generation and synthesis component, 
covering in detail the role of manual, 
non-manual and placement within signing space, 

• Annotation tools which incorporate these 
technologies providing access to the corpus and 
whose long term utility can be judged by the 
up-take by other sign language researchers, 

• Three bidirectional integrated prototype systems 
which showcase the utility of the system 
components beyond the annotation tools 
application. 

All project prototypes have been exhaustively evaluated 
by Deaf end users. Their details, emphasising on their 
relation to project resources, are presented in section 3 
below. 

2.1 Sign language recognition  
In order to support work in sign recognition, from its early 
stages, Dicta-Sign has created 3D data of sign language 
by shooting the whole corpus with Bumblebee depth 
capturing cameras, which were incorporated in the studio 

set up used for the project corpus acquisition. With the 
arrival of the Kinect, this new device was adopted as a 3D 
data acquisition instrument and Kinect data have since fed 
experimentation in both visual tracking and feature 
extraction as well as in continuous sign recognition 
research.   

2.1.1. Visual tracking and feature extraction 
In order to recognise isolated signs, a low level feature 
description of the signers’ actions need to be extracted. 
Visual tracking and feature extraction work in Dicta-Sign 
has covered several tasks including hand detection and 
tracking in 2D and 3D (Hadfield & Bowden 2011 and 
2012), visual hand detection emphasising on tracking and 
motion feature extraction (Roussos et al., 2010a, Roussos 
et al., 2010b), body part detection with estimation from 
depth (Holt et al., 2011), facial feature localisation and 
tracking (Ong & Bowden, 2011), face modelling for 
tracking and related feature extraction (Rodomagoulakis 
et al. 2011; Antonakos et al. 2012), handshape modelling 
and related feature extraction (Rousos et al. 2010a; 
Cooper et al., 2012, Pugeault 2011), as well as mapping of 
body motion to HamNoSys features. 

2.1.2. Continuous sign language recognition 
For recognition of dictation style sign the project 
developed a new spatio-temporal feature selection 
approach called Sequential Pattern Trees (Ong et al,. 2012) 
which generalises well to unseen signers and forms the 
heart of the Sign Wiki recognition module. For 
continuous sign language recognition, the project 
developed an efficient visual front-end for 
spatio-temporal processing of the corpus video data and  
statistical (HMM-based) models for both data-driven and 
phonetics-based Sub-units (SUs) which have allowed 
Dicta-Sign to make significant advances in  continuous 
SL modelling and recognition. Specifically, the project’s 
contribution to new knowledge in continuous sign 
recognition  includes: 1) dynamic vs. static data-driven 
SUs (Pitsikalis et al. 2010, Theodorakis et al. 2011a), 2) 
phonetics-based SUs (Pitsikalis et al. 2011; Vogler 2011), 
3) raw and canonical SU models (Theodorakis et al. 2012, 
Maragos et al. 2012), which provide novel solutions in 
case of  multiple signers and system adaptation to them, 4) 
facial event detection and recognition of related linguistic 
cues  (Antonakos et al. 2012), and 5) fusion of multiple 
cues/modalities for improving continuous sign 
recognition (Roussos et al. 2010, Theodorakis et al. 2011a, 
Theodorakis et al. 2011b, Theodorakis et al. 2012). In 
addition, exploitation of SL grammar rules has also led to 
interesting results on continuous video data. 

2.2 Sign language generation and animation  
Dicta-Sign has improved the state-of-the-art in synthesis 
and animation of sign language through 3D virtual 
characters (Glauert & Elliott, 2011). Synthesis is based on 
the use of SiGML, Signing Gesture Markup Language, 
which is an XML language based heavily on HamNoSys, 
the Hamburg Notation System, since HamNoSys 
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transcriptions can be mapped directly to SiGML. SiGML 
is primarily implemented through the JASigning software 
which is supported on both Windows and Macintosh 
platforms. During the project, enhancements have been 
made to SiGML that allow precise control of the timing of 
animations (Jennings et al., 2010). This was exploited to 
show that an animation synchronised with a sign language 
video can be produced by annotating the signs used, along 
with their timings, and playing back HamNoSys 
transcriptions of the signs (Hanke et al., 2011), where fine 
control of the location of sign postures and the details of 
transitions between postures has been provided. 

2.3 SL linguistic modelling  
Work on linguistic modelling was concerned with the 
high-level linguistic framework relevant to sign 
languages. The aim was to develop lexicon and grammar 
models to assist in SL generation and recognition. 
On lexical level, the proposed models provide formal 
descriptions that may be used by a sign recognition 
system, whose input is a video of signed utterances, or as 
input to an animation system, whose output is signed by 
an animated virtual signer. To do so, these models need to 
include both phonetic representations based on 
HamNoSys and on the Johnson & Liddell phonetic 
notation, as well as abstract level representations based on 
Zebedee1, a sign description model based on a geometric 
tool kit and time structuring that allows signs and their 
variability in the signing space to be specified. 
Regarding grammar modelling, the main issues include 
flexible sign order in sign phrase, signing space 
representation, non-manual gestures, synchronisation of 
multiple body articulators, role shift, and prosody (Filhol 
2012). Grammar modelling work in Dicta-Sign 
concentrated on a set of phenomena which provide cues to 
all above: 

1. Enumeration: sets of unordered elements signed 
in sequence; 

2. Alternatives, where options of a choice are listed 
sequentially; 

3. Qualification/naming, where one sign in a 
sequence denotes an entity specified (named, 
finger-spelt, adj-qualified) by the others (Filhol 
& Braffort 2012); 

4. Neutral questions, i.e. the case where the speaker 
is directly asking for an answer which he is not 
able to predict; 

5. Quantifiers (small/big); 
6. Announcing titles: announcing the topic of a 

discourse section. 
The first three in the above list cover utterance 
components structure, the fourth one deals with the whole 
clause structure, the fifth affects lexical units, while the 
last one touches upon discourse structure. 

2.4 Sign language annotation tools  
Concerning annotation tools, Dicta-Sign proposed a 
                                                           
1 http://perso.limsi.fr/filhol/zebedee/index.html 

complete solution that answers the need to integrate 
various tools into the annotation process. 
The proposed solution is specified as a distributed system 
architecture called the Automatic Annotator Assistants 
System (Collet, Gonzalez, Milachon 2010). It aims to use 
software developed in different programming languages, 
operating systems and software platforms, outsourcing 
annotation tasks to other machines such as a computing 
cluster, easily adding automatic processing to support the 
annotation task within existing annotation tools. 
This architecture is multi-platform and multi-language 
(including RealBasic, C/C++ and Java) and the model 
used for data exchange is adaptable to a number of 
annotation formats. It also includes a security mechanism 
to ensure annotation data, video files and program code 
integrity (Dubot & Collet 2012). As a prove of concept, 
we have implemented the following automatic annotation 
assistants (A3):  Body Part Tracking (Gonzalez & Collet, 
2011); Facial Feature Tracking (Ong & Bowden, 2011); 
Signing Detection; Sign Segmentation (Gonzalez & 
Collet, 2012). All specifications of API for A3 and the 
source code of A3 template and A3S are publicly 
available. 

2.5 The Dicta-Sign sign language resources  
Within the Dicta-Sign project sign language resources 
were compiled for four European languages: British, 
French, German, and Greek Sign Language. These 
resources were used to inform progress in other research 
areas within the project, especially sign recognition, 
linguistic modelling, and sign generation. 
A multilingual lexical database providing a core lexicon 
of approximately 1000 entries in the four project sign 
languages was the first resource to be built. The shared list 
of concepts chosen for the lexicon is of everyday use or 
specifically related to the field of Dicta-Sign’s main topic, 
European travel. Signs were recorded for each language 
and annotated by assigning gloss labels, form description 
(HamNoSys) and a rough meaning. However, the biggest 
achievement in the area of language resources within the 
project is Dicta-Sign’s multilingual corpus on the domain 
“Travel across Europe”. Prior to the project, parallel 
corpus collection for sign languages had only been 
undertaken in minimal sizes or for spoken language 
simultaneously interpreted into several sign languages, 
but not for semi-spontaneous signing by native signers, 
based on a well designed methodology for corpus 
elicitation, which eliminates dominant oral language 
interference (Matthes et al. 2010). 
Data collection took place in all four countries involved in 
the project, using seven different cameras to film the 
informants from different perspectives (front, side, and 
top view) as well as with additional stereo cameras that 
provide video footage for automatic processing. In each 
country, 14 to 16 informants were filmed in sessions 
lasting about two hours each. This resulted in applicable 
language data of at least 8 hours per language. 
After various steps of video post-processing the data were 
annotated using the iLex annotation environment (Hanke 
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& Storz 2008).  
The detailed annotation, conducted for parts of the corpus 
data, includes segmentation of the continuous signing into 
individual signs, lemmatisation (i.e. assigning glosses), a 
form description of the signs using HamNoSys as well as 
English translation. Additionally, content tags were 
assigned to most of the corpus data that reflect the topics 
the informants signed about. These tags allow finding 
video sections with comparable content across individual 
informants and languages. 
The Dicta-Sign language resources are made available via 
a dedicated web portal that provides data on different 
access levels and with different approaches to access the 
data. The access levels range from publicly available data 
to restricted access for researchers or future project 
partners. 
Different approaches are offered to access the data, e.g. by 
selecting a certain language and informant, by choosing a 
certain task, or by selecting a specific content tag to see 
data of various languages and informants signing about 
the same topic. 

3. Showcase prototypes 
The main objectives of Dicta-Sign concentrated towards 
the development of an integrated framework that allows 
contributions in the project’s sign languages. The 
realisation of this goal is crucially based on the 
assumption that Deaf users may directly insert their own 
content via Kinect devices. This content is recognised by 
the sign language recognition component and converted 
into a linguistically informed internal representation, 
which is used to animate the user’s contribution with an 
avatar, and/or to translate the individual signs composing 
a specific contribution into the other respective three sign 
languages, if this is requested by the user.  
 

 
Figure 1: Search-by-Example Tool - Client Display  

 
The project’s three proof-of-concept prototypes have 
successfully demonstrated the feasibility of this initially 
formulated objective. In all cases, the user may insert 
his/her own signs or sign utterances either by choosing 
lemmas from the system’s lexicon or by signing in 
dictation tempo in front of a Kinect camera. All 

prototypes are Java applications, which use a client-server 
architecture.  
The aim of the Search-by-Example prototype (Figure 1), 
is to allow a Deaf user to perform a sign or a component of 
a sign, and to search the Dicta-Sign lexical database on 
the basis of features extracted from the performance. 
Once candidate lexical signs have been identified, the 
database delivers information about the form of the sign, 
in HamNoSys notation, and other linguistic information, 
that becomes available to the user. An animation of the 
sign is provided using an avatar.  
While there are a few initiatives towards exploitation of 
sign recognition technologies for lexicon search purposes 
(Athitsos et al., 2010; Wang et al., 2010), most lexicon 
applications, known to us, use video to present sign 
lemmas, while lemma search is based on either groupings 
according to basic handshape or typing of the gloss or the 
rough equivalent lemma in the case of bilingual 
dictionaries. Typical examples are dictionary applications 
like The Online Dictionary of New Zealand Sign 
Language (http://nzsl.vuw.ac.nz/) and the English to ASL 
Dictionary (http://www.lifeprint.com/dictionary.htm), 
and also.  
Rather than using video, some systems adopt avatar 
technology. The terminology dictionaries of ASL such as 
The Signing Math Dictionary of ASL 
(http://www.vcom3d.com/index.php?id=aslani), which 
are developed by Vcom3D in order to be used in Deaf 
education, use advanced avatar technology to display 
lemmas.  Other examples of avatar use for lemma 
representation apply primitive signing avatar versions, 
such as the one used in The National Business Aviation 
Association K8AIT Sign Llanguage Dictionary 
(http://wings.avkids.com/Book/Signing/abc.html), which 
provides mainly aviation related lemmas and has no 
search facilities other than by groups of letters of the Latin 
alphabet, while it displays lemma related concept 
definitions in written English. 
The Sign Look-up Tool (Figure 2) also has two 
components – sign input and recognition, and lexical sign 
data presentation – in a client-server relationship. The 
most important extension introduced in this system is the 
ability to handle multiple languages. 
 

 

 
Figure 2: Sign Look-up Tool - Sign Matches Display 

Mode  
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Sign Matches Display mode allows the user to view all 
entries in the ranked list of signs potentially matching the 
latest user input, based on the list supplied by the server. 
Translations Display mode allows the user to view 
translations of any of the current set of matching signs in 
the four sign languages covered by the Dicta-Sign 
Lexicon. Moreover, the Dicta-Sign Lexicon contains 
WordNet descriptions for each concept. The user can see 
the WordNet entry for a concept, in the panel at the 
bottom right of the window, by hovering over the avatar 
currently displaying that concept. 
 
Finally, the Sign-Wiki prototype (Figure 3) integrates all 
technologies and resources developed during the project. 

 
 

 
Figure 3: Sign-Wiki typical page  

 
The Dicta-Sign sign-Wiki demonstrates the potential of 
sign languages to participate in contemporary Web 2.0 
applications where user contributions are editable 
(Figures 4, 5) by an entire community and sign language 
users can benefit from collaborative editing facilities. 
The server developed within the project provides the same 
service as a traditional Wiki, but using sign language. 
Sign language content may be directly inserted in 
dictation style by means of a Kinect camera (Ong 2012). 
Newly created or previously existing content may be 
edited, saved and uploaded for presentation. Instead of 
using text as the output medium, a signing avatar presents 
information. The system matches the user’s signs against 
a stored dictionary, and the matched signs are used to 
generate the movements of the signing avatar. The use of 
an avatar preserves the anonymity of the user and 
facilitates modification and reuse of information present 
on the site. If a Kinect device is not available, sequences 
can be created by selecting signs from the system’s 
lexicon, using spoken language synonyms to expand the 
range of choices. 

 

 

 
 

Figure 4: Sign-Wiki - Input reviewing 
 
Innovation in respect to communication via sign language 
is summarised in the following: 
 
I) Sign-Wiki users may view SL information 

uploaded by other individuals. This may involve 
information in one’s own sign language or may 
require translation support in order to be 
comprehended.  

 
II) In the latter case, the user may find support by a 

Sign-Look-up translation module, which allows 
search of signs in four sign languages. Multilingual 
correspondences of the same concept increase the 
possibility of its understanding. 

 
III) The user may edit previously uploaded signs or 

sign phrases by applying i.e. simple copy-paste 
procedures on pieces of SL utterances or by 
changing basic components of a sign, using a visual 
sign editor or the set of HamNoSys notations. 

 
IV) The user may create new SL content by either 

entering his/her own productions to the system by 
means of a Kinect devise by exploiting the project’s 
sign language recognition technologies and/or 
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using the sign creation tools and linguistic models 
also used for editing purposes. In the case of real 
time input from the part of the user, single signs or 
sign phrases are performed in dictation style. 

 
V) The user may save, upload and present his/her 

content preserving his/her anonymity, since 
performance of sign language content happens by 
means of a signing avatar exploiting sign animation 
technologies. 

 
Detailed reporting on end-user evaluation of the 
DICTA-SIGN Sign-Wiki, is the subject of project 
deliverable D8.2: Evaluation report of Sign-Wiki 
demonstrator. 

 

 
Figure 5: Sign-Wiki – Sign Builder Tool 

 
Finally, Dicta-Sign prototypes have been exposed to 
end-user evaluation procedures that have provided 
comments relating to all levels of implementation, 
crucially emphasising on the Deaf user’s preferences in 
respect to interaction with the systems, thus, gaining 
advanced human-computer interface design for Web 2.0 
sign language applications, that can be best viewed in 
implementation of the sign-Wiki prototype, also serving 
as the project demonstrator.  
Especially in respect to the sign-Wiki, since the prototype 
is usable online, all functions were tested via internet by 
end-users using one of the four project sign-languages 
(LSF, GSL, DGS, GSL) thanks to the translation option. 
Gained results revealed that the wiki is actually used 
equally in order to create new utterances and to modify 
existing utterances. While it would also be possible to use 
the Wiki interface key concepts in pedagogical 
applications or for information providing purpose in 
combination with other existing solutions like 3DSigner 
(www.3DSigner.fr), besides possible applications, the 
testers pointed out provided anonymity as the major 
strength of such an application.  

4. Conclusion 
Dicta-Sign has undertaken fundamental research and 
development in the combined use of image processing 

and advanced computer vision techniques, statistical 
methods for continuous sign recognition with multimodal 
fusion and adaptation, virtual human technology, sign 
language modelling, grammar & lexicon design and 
development as well as corpus construction. The 
Dicta-Sign demonstrator focused on the end user’s 
requirements as regards human-computer interaction via 
sign language. Under this light, the main aim here has 
been to underline the range of actions and interaction 
possibilities that are finally offered to signing users of 
Web 2.0, resulting from research work that exploits 
properly annotated language resources.  
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Abstract 
In comparison to other signed languages, Norwegian Sign Language (NTS) is not well researched and documented while at 
the same time the need for documentation of NTS in a corpus based dictionary has been apparent to the field for quite a 
while. Despite some high quality applications to raise funding for corpus work, the field in Norway has not succeeded to gain 
enough understanding in governmental research funding institutions for the need of a corpus based dictionary, mainly 
because of the rather small population of NTS users. As a result, a new approach is used by involving the NTS community to 
create a database of signs, including their use, distribution and as far as possible other metadata. Tegnwiki (=Signwiki) is a 
first attempt at creating a user-based database of NTS by allowing users to contribute videos and information on isolated 
signs on a Wiki platform. Like Wikipedia, the Signwiki will be open accessible, but administered by a group of experts. 
Obviously a Signwiki cannot replace a scientific corpus. But if this experiment is successful it might be a good starting point 
for countries with no or little funding for corpus projects where involvement of users is the key factor.   

Keywords: Norwegian Sign Language, Wiki, Sign Database 
 

1. Introduction 
Norwegian Sign Language (henceforth NTS for 
Norsk TegnSpråk) is one of the known yet little 
described signed languages in Europe. It is one of 
the genuine Norwegian languages used by a 
language minority of several thousand deaf and 
hearing users. Since 1825 it has been school 
language in Norway at schools for the deaf. As 
early as 1875 Norwegian Sign Language was 
labelled as a language (Skavlan, 1875), but as in 
many other western countries this attitude towards a 
signed language did not survive the period of 
oralism first in the late 1970s and early 1980s, the 
idea of NTS as a natural full-fledged grammatical 
language evolved again. Through the past 3 
decades, several official documents and articles 
(e.g. Bergh, 2004; Erlenkamp, 2007; Erlenkamp et 
al. 2007) have operated with a number of about 
4000 to 5000 deaf Norwegians and an unknown 
number of hearing Norwegians using NTS as one of 
their first languages. It is estimated that about 
15.000 of the 5 million Norwegians use this 
language as a first or second language.  
Thus, the language community is rather small. By 
now, NTS has gained a relatively wide acceptance 
in the Norwegian Society; on April 28th 2009, a 
proposition was passed by the Norwegian 
Parliament that NTS should become one of several 
official languages (GP35 2008).  
Sign language studies and interpreting studies have 
been offered at several Universities and University 
Colleges since the mid-1990s. Moreover, in the 
1990s the government established a 40 weeks free 
course in NTS for hearing parents of deaf children 

to help closing the gap between the hearing parent’s 
signed language knowledge and skills and the 
practical skills of their deaf children in NTS. 
NTS is however, in comparison to other signed 
languages, not well researched and documented. 
Basic aspects about NTS grammar, acquisition and 
sign variation (e.g. dialects, sociolects) have not 
been documented yet, and the documentation of 
Norwegian Sign Language has so far only been 
conducted by a handful of researchers (e.g. 
Greftegreff, 1991; Vogt-Svendsen, 1990, 2001; 
Selvik, 2006; Erlenkamp, 2009, 2011 a and b). 
Furthermore, reliability of many research projects 
depend on the availability of large amounts of 
annotated language data. Thus, the need for 
documentation of NTS in a corpus based dictionary 
has been apparent to the field for quite a while and 
for that reason scientific groups in a number of 
European countries are currently developing signed 
language data corpus. In Norway the establishment 
of any collection of mentionable size has been 
prevented by the lack of a standard written 
representation which results in an extremely time 
consuming process where the visual data must be 
annotated manually. Despite some high quality 
applications to raise funding for corpus work, the 
field has not succeeded to gain enough 
understanding in governmental research funding 
institutions for the need of a language corpus and a 
corpus based dictionary, mainly because of the 
rather small population of NTS users. The existing 
sign language dictionary project “Norsk 
tegnordbok” developed by the Møller Resource 
Centre has due to economic limitations and limited 
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availability of expertise reached a state where single 
signs are searchable online, but crucial information 
on linguistic categories of the signs, their usage and 
affiliation to regional or social varieties is not 
available. Thus the glossary consists of videos of 
simple isolated signs (in total about 6500) and 
corresponding Norwegian translations 
(http:tegnordbok.no). The translation lemmata are 
the basis for a search in this glossary. 
As a result, the field is trying out a new approach 
by involving the NTS community to create a larger 
database of signs, including their use, distribution 
and as far as possible other metadata. Tegnwiki 
(=Signwiki) is a first attempt at creating a user-
based database of NTS. If successful, this project 
could contribute in a large scale to increased 
accessibility of data on isolated signs in NTS. In 
that case, Tegnwiki will be functioning as an aid for 
interpreters in need of vocabulary, as well as part of 
signed language learning. Furthermore, users can 
suggest and discuss new signs on the Signwiki and 
thus the Signwiki will open up for a more 
democratic process on the development of new 
signs in underdeveloped domains of NTS.  

2. Project Goals 
The project has the following goals: 

1) developing a user interface based on a 
common wiki user interface, modified to 
allow easy integration of videos even for 
users with little experience in using video 
tools 

2) developing a standard for each article 
(each article will be linked to one sign), 
including slots for metadata about the 
usage of the sign, as well as opportunities 
for user discussions about the sign  

3) informing and encouraging the NTS 
community to participate in this project 
 

Above all, this project is an attempt to involve 
signers in a project about their own language and 
gather some information of signs based on the 
user’s knowledge. As a consequence, the 
expectations on what can be collected and the level 
of quality of each article have to be kept at a 
reasonable level. It is, however, planned to make 
the signs from the already existing glossary 
available on the wiki as well, in an attempt to 
obtain more information about these signs and thus 
hopefully to create a synergy effect between the 
Signwiki and the dictionary project. 

3. Technological, Economical and 
Scientific Requirements 

Research on any sign language during the past 
decades has been shaped by two main limitations 
due to the visual modality the language data are 
based on. Both the lack of a standard written 
representation of signed languages which also could 
serve as a base for an annotation system, and the 
technological limitations regarding storage and 

access of large amounts of signed language data, 
have until recently made it impossible to work on 
large amounts of sign language data. Technological 
developments have already improved the latter, 
through streaming and other methods of accessing 
films. The former limitation is currently undergoing 
a major change due to the development of software 
tools for annotations of visual data like 
syncWRITER (Hanke & Prillwitz 1995), ELAN 
and iLex (Hanke & Storz, 2008). 
These developments do, however, not change the 
fact that the process of developing, annotating and 
storing a large signed language data corpus depends 
on several external factors: 

1. availability of staff trained in signed 
language and annotation of visual data (or 
the opportunity to train the staff) 

2. access to research based knowledge about 
signed linguistic categories for the 
respective signed language used as 
background for tagging 

3. access to (and funding of) the necessary 
technical equipment, e.g. internet access, 
servers, cameras 

4. funding of the time consuming process of 
creating a data base 

 
Any signed language corpus project is highly 
dependent on all of these four factors. Thus, so far 
only countries with enough expertise, financial 
background and technical infrastructure have 
implemented such a project. Countries that for 
whatever reasons do not manage to meet these 
factors will have to develop other strategies for 
building accessible information about signs/signed 
language. As Norway definitely has the sufficient 
means for every factor, willingness of prioritizing 
this kind of project in research politics is a crucial 
part of the funding process. 
In distinction to large data corpus project, a 
Signwiki has to deal with only two of the four 
factors: 

1. access to research based knowledge about 
signed linguistic categories 

2. access to (and funding of) the necessary 
technical equipment, e.g. internet access, 
servers, cameras 

 
The first requirement will be met with a small 
group of experts to develop a standard for linguistic 
data and eventually work with securing the quality 
of information on the Wiki.  
The second factor is not an issue in Norway, since 
Norway has one of the highest internet access per 
capita rates in the world. Furthermore, other needed 
equipment like web cameras are affordable for most 
people in Norway and many deaf and hearing 
Norwegians already possess one.  
In order to achieve the highest possible accessrate 
for users in the Wiki, the project aims nevertheless 
towards mainstream technical solutions, i.e. 
standard hardware, in spite of possible decrease in 
video-quality. The user interface depends heavily 
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on the use case and must be easily accessible with a 
low learning demand. Thus, the SignWiki aims at 
using a common Wiki user interface, with 
integrated functions for use of videos in order to 
record and play videos. 
The user does not have to store data on her/his own 
computer. All data are manipulated on the central 
server. The user needs an internet connection with 
“Fast broadband connection”.  
Ideal for video recording would be at least 25 
frames per second and a standard PAL resolution 
(720x576), which however cannot be expected from 
most home-used webcameras. Thus, we can 
distinguish between contributions from the project 
group (with data from the sign dictionary) and 
contributions from the non-expert users. The former 
group will deliver data meeting the requirements 
for a data corpus, while the latter might not. This 
may result in a number of videos less clear, sharp 
and smooth than sought for in other signed 
language data corpus projects and will in 
consequence lead to less adoptability of the 
Signwiki’s data to other projects. 
 

4. Availability of Data and Privacy  
Like Wikipedia, the Signwiki will be open 
accessible, but administered by a group of experts. 
Access to the infrastructure will be through an 
internet portal. Most data will be publicly 
accessible, while there might be some data, like 
experts discussions, that are only accessible to the 
project group, in particular throughout the 
establishment of the project.  
Norwegian rules about privacy in connection with 
research projects are very strict and would limit 
access to a research data base: Access to the raw 
data would be limited to researchers and application 
designers; before granted access, users would need 
to sign agreements about confidential use of the 
data. By developing an open Signwiki where every 
user can control her/his own data input, privacy will 
not be an issue.  

5. Linguistic Data and Metadata 
Each article in the Wiki will cover one single sign 
with the opportunity to comment on and contribute 
to meta-information about the sign. This form of 
data collection leads to some advantages in terms of 
being user based, but also comprises a number of 
risks regarding the reliability and quality of the 
data. 
Research on NTS has been performed by only a 
few researchers since the early 1980s and has thus 
focused mainly on certain areas of grammatical 
description, like sign classes (Erlenkamp, 2000), 
different parameters of signs like mouthing (Vogt-
Svendsen, 2001) and hand shapes (Greftegreff, 
1991), time expressions (Selvik, 2006) and sentence 
types (Vogt-Svendsen, 1990). At present, a 
language model for NTS grammar and iconicity is 
under development, including grammatical 

descriptions like word order and grammatical 
relations (Erlenkamp, 2009; 2011 a and b). Since 
the number of researchers on NTS is small, most 
projects on NTS follow international developments 
on theory and methods and contribute to these 
developments. The results of earlier research will 
serve as background for the development of a list of 
desired metadata about a sign. This list will be 
matched up against a realistic expectation of what 
native signers without expertise in signed language 
linguistics can contribute with, e.g.: 
 
List of desirable  Realistic expectations towards 
linguistic data:  user provided data: 
Phonological data:  Most of these data can be obtained at  

 any time by analyzing the video data  
 by experts, independent from the  
 Wiki users) 

Morphological/syntactic   
categories: Unlikely to be provided by users   
Data about the    
distribution of the sign: Likely to be able to get some  
 indication from users 
Examples of usage: Very likely to be able to get reliable  
  data from the users 

  
 
One of the major questions is how the data on the 
Signwiki will be searchable. One obvious solution 
is a search function based on the Norwegian 
translation word(s) for each sign. In addition we are 
going to look into possible solutions for a search 
based on sign configurations. For that purpose, a 
Ph.D.-candidate will try to develop and apply her 
model for searching on the Wiki as part of her 
project. 
Since the Signwiki-project is not meant as a 
scientific database, metadata common in scientific 
signed language corpora cannot be expected to be 
obtained through Signwiki. As part of a Wiki, some 
metadata are collected automatically, like when the 
sign was put online and by whom. This kind of 
metadata, however, are not the most interesting for 
signed language data comparison.  
Obviously a Signwiki cannot replace a scientific 
corpus. But if this experiment is successful it might 
be a good starting point for countries with no or 
little funding for corpus projects were the 
involvement of users is the key factor.   
Technical solutions for video presentation of signed 
language data might also be of interest for other 
publishers of websites on NTS. In a best case 
scenario, Signwiki will serve as a contribution for a 
sign language dictionary platform and as a supplier 
of examples as well as a democratic platform for 
the development of new signs in NTS. 
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Abstract

Transcribing and evaluating the narrative productions of 6 to 12 year-olds deaf children in their multimodal and bilingual dimensions
confront us to the central question of gestures/signs distinction. This paper aims to discuss how the narrative skills of 30 deaf children
schooled in different education settings – oralist, bilingual and ”mixed” – led us to create transcription/annotation tools in ELAN
allowing to take into account the dynamics between verbal and non-verbal material involving especially within the gestural modality.
We will focus on two central points of our reflections. How to delimit productions in units into taking into account the semiotic and the
structural dynamics aspects of production? How to describe and categorize the gestural processes non systematized in a linguistic form
to report the developmental dynamics?

Keywords: multimodality, deafness, gestures/signs dynamics, transitional skills

1. Introduction

Our contribution proposes to envisage the thematic of the
interplay between sign language corpora and lexicons in
a particular way. We emphasize the issues raised by the
evaluation of the skills of deaf children schooled at primary
school. The aim of this paper is to approach the sensitive
issue of the gestures/ signs distinction in deaf children’s
productions whose language skills are still in linguistic de-
velopment. The reflections that we have propose to expose
here concerning the transcription/annotation tools are based
on corpora of language productions, lexical and narratives,
of 30 deaf children aged 6-12years and schooled in different
education setting – oralist, bilingual and ”mixed”. Given
the diversity of the deaf children profiles in terms of famil-
ial environment, educational background, degree of deaf-
ness etc., our corpora constitute a representative sample of
the reality of the schooling spaces in the context of deaf-
ness. Our approach of the deaf child orality1 development
is thus fundamentally empiric, anchored in actual data.
We will first anchor the theoretical context of our research
in the light of the hypotheses on the multimodal aspect
of language in the hearing context. Then, we will focus
on two central points of transcription/annotation schemas
which we have built in ELAN. Firstly, we have will argue
how specific gestural dynamics, and in a more broader per-
spective bimodal dynamics, in deaf children’s production
incite to shift the focus away from the linguistic production
to conceive an integrative approach to the interplay of the

1Given the ambiguity how the term ”oral” is used in the con-
text of deafness which is always used in a interchangeable way
or in the place of the term ”vocal” to refer to speech and to avoid
therefore a misunderstandings of the concept of orality, we have
to precise at the outset that this concept is used here to an op-
position with scripturality. As my approach takes a multimodal
perspective, orality has to be conceived here in its broader sense
as to include all vocal and gestural resources, in their verbal and
non-verbal dimensions.

verbal and non-verbal material. More specifically, we have
narrowed down the idea of global units of segmentation that
we have propose for a transcription/annotation grid. We –
Agnès Millet and I – have worked in ELAN to transcribe
deaf children productions in the multimodal and bilingual
aspects. Secondly, we will focus more specifically on the
sensitive issues of the criteria used to distinguish gestures
and signs. These issues led us to develop tools which allow
to catch, in a more dynamic way, the state of the develop-
ment of the deaf children’s gestural symbolizations skills
as well as their evolution, regardless whether these skills
are systematized in a linguistic form or not. We will con-
clude by exposing the limits of our transcription / anno-
tation schemas, in their current state of elaboration. And
finally we will open the prospects which are still to be ex-
plored in order to provide answers to description challenges
emerging from the specific shapes of the language dynam-
ics involved in the orality development in the context of
deafness.

2. Theoretical context of the research

2.1. Crucial issues of a multimodal approach to the

orality in the deafness context

The multimodal aspect of the language has been less ex-
plored in the context of deafness and, in particular, in later
language development. However, given the diversity of the
sociolinguistics contexts in which the deaf children make
their first steps in language, the linguistic skills of deaf chil-
dren in primary school are still under development and es-
pecially in sign language (SL) – 90% of deaf children are
born into hearing families and thus, for the most of them,
are not exposed to a SL model before beginning school.
Although this observation is largely shared by many re-
searchers, locally and internationally, current research fo-
cus on the linguistic level of the competence, and even, for
the most part, on a single linguistic component of the skills
developed by the deaf child : exclusively in SL (Schick et
al., 2005) or exclusively in Vocal Language (VL) (Spencer
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and Marschark, 2006). Only a few recent studies are take
into account the sociolinguistics realities in which the de-
velopment of deaf child orality is anchored in approach-
ing the question of the interplay of the two oral compo-
nents of linguistic skills – i.e. in SL and VL – (Plaza-
Pust and Morales-Lopez, 2008). Indeed, the deaf child is
led, through the diversity of his daily interactional contexts
which he has to face, towards building in bilinguality 2.
Although these studies integrate bilingual dynamics of the
skills of deaf children, most of these studies focus on a lin-
guistic perspective of description/evaluation too. However,
the point is, as for us, to capture the set of language dynam-
ics which are implied in symbolization development skills
of deaf children, as broadly as possible, and then no mat-
ter whether and how far these skills are systematized in a
linguistic form or not. Therefore, in this reasoning, mul-
timodality offers an unique perspective to understanding
the transitional states of the development of deaf children’s
symbolic abilities, and especially in the gestural modality.
2.2. Cross-boundaries of bilingualism and

multimodality perspectives: An integrative

approach

Then, on the margins of the majority of researchs in the
context of deafness, our approach of the orality is anchored
in an effective application of the concept of communica-
tive competence proposed by Hymes (1984), integrating a
broad conception of language – i.e. including these verbal
and non-verbal dimensions – such as elaborated by McNeill
(1992). The orality in the context of deafness and its devel-
opment offers the opportunities to dialogue perspectives of
the research fields of bilingualism and multimodality : deaf
bimodality is indeed implied specifically in a both verbal
or non-verbal potential. The deaf children’s orality devel-
opment thus offers an unique window on the multimodal as-
pect of language : gestuality and vocality are both in tense
to a linguistic potential, respectively up to a SL (LSF, in
our context of research) and up to a VL (French, in our
context). So, cross multimodality and bilingualism consti-
tutes an integrated perspective to fully explore the inter- and
intra-modality dynamics, in their whole, at work in the de-
velopment of the integrated (McNeill, 1992) bimodal lan-
guage system, bilingual in progress. The transposition of
the Kita’s information packaging hypothesis (Kita, 2000)
allows us to highlight the perspectives opened by the lan-
guage development in the context of deafness.

2.3. Proposal to modelling deaf orality development

The key idea of the cognitive hypothesis proposed by Kita
is that the hearing speaker has at his disposal in bimodal-
ity two alternative or concurrent manners of organizing the

2No matter of the education setting – i.e. oralist or bilingual
for example – in which they are involved in their childhood and
no matter otherwise of the type of their family environment (deaf
or hearing) in which they have grown up, deaf adults are used
to use and combine the two languages – SL and VL – and the
two modalities – vocal and gestural – in order to manage their
daily interactions. Then deaf adults become, to varying degrees,
bilingual bimodal (SL/VL) speaker – our observations (Millet et
al., 2008) are consistent in this point with other works (Lucas and
Valli, 1992; Van den Bogaerde, 2000).

representation of the events supported by two modes of
thinking. One is linked to the manner how to perceive
events in the concrete world, which is underlain by spatio-
motric thinking, and, the other, conforms to the way of or-
ganizing the information in a decontextualized and hierar-
chically structuring form in a particular language, which is
underlain by the analytic thinking. The application of this
hypothesis to evaluate the symbolization skills under lin-
guistic development opens perspectives, particularly rele-
vant for the application to deaf children. Indeed, Kita argu-
ments that the concurrence/complementarity between these
two modes of thinking is revealed on-line in the production
of hearing children and in particular in the gestures-speech
discordant combinations. These types of bimodal combina-
tions can be interpreted as a symbolization acquired in the
spatio-motric thinking but not yet systematized in a linguis-
tic form. So, bimodal combinations give a direct insight
on the transitional phase of two modes of thinking and al-
lows to investigate, in a more sensitive manner, the question
of phases of language acquisition. Note that if in hear-
ing children, the transition takes place between gestures
and speech, concerning deaf children, a double transition
is implied concurrently in both modalities : from gestures
to signs in one part, and from onomatopoeias 3 to words in
the other. So, on the basis of Kita’s hypothesis, our propo-
sition of modelling language development in deaf children
can be represented as follows :

Figure 1: Proposal to modelling the deaf orality develop-
ment
Indeed, in deaf children development, gestuality and vo-
cality are both anchored in the movements of a symbol-
ization i) firstly anchored in the sensorimotor perception :
visual for the one, auditory for the other – most of deaf
children have actually hearing aids or have a cochlear im-
plant – ii) and then gradually moves away from this per-
ceptive anchors to integrate a decontextualized and hierar-
chically structuring way to encoding the information in a
particular language, in a SL for one and in a VL for the
other. We know that, given the deafness, primary sym-
bolic abilities of deaf children are developed in the gestu-
ral modality no matter of the presence of a SL in their fa-
milial environment – see Da Cunha Pereira and De Lemos
(1994), Goldin-Meadow (2005), Mohay (1994), Van den
Bogaerde (2000). Given the importance of the contact with
the VL, this transition is initiated concurrently, nonetheless

3”Onomatopoeias” are conceived here in a broader sense than
usually subsumed under this term, and must be interpreted as de-
signing all ”symbolic vocalisations” which are not necessary spec-
ified in a conventional meaning as it is the case for the cock crow
for example.
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too, although later, in the vocal modality4. Nonetheless,
the fact that skills of deaf children integrated progressively
the manner of encoding events linguistically in a particu-
lar language will depend on the presence and on the ac-
cessibility of the linguistic models in their environment, fa-
milial initially and at school in subsequently. So, we can
assume that the symbolization abilities developed in each
modality which are not totally still in range in perception
but which are not yet systematized in a linguistic form will
be represented a more longer transitional phase, which can
be pursued beyond the pre-linguistic period up to school-
ing and even maybe beyond this period. So therefore we
propose to conceive these skills as an intermediate state be-
tween language – in its broad sense – and languageS – in
its restricted sense of linguistic component – under the con-
cept of transitional skills. These transitional skills include
all the forms of symbolization developed by the deaf child
which index the exploration of the potential range of orga-
nizing the events in the two channels that are at their dis-
posal – a linear and temporal organization underlies the VL
system, and a spatial organization which takes more place
for simultaneity underlies the SL system – and then index
a progression up to the analytic modes of thinking. The
development of bimodality in deaf children thus provides
an unique insight on the cognitive processes implied in the
language development, in their diverse phases of transition
between spatio-motric and analytic thinking which repre-
sent a constant transition in different aspects of language
acquisition during childhood.
Given the theme of the workshop, this paper focusses par-
ticularly on the questions emerging from the dynamics in-
volved in the gestural modality. Nonetheless note that bi-
modal dynamics in their whole, including dynamics in-
volved on vocal modality too, open a lot of perspectives
on the comprehension of the language development in the
context of deafness in particular, and in a broader context,
of childhood in general. These perspectives must be briefly
introduced in order to replace the gestures/signs reflections
in their global context.

2.4. Issues emerged from the evolution of gestural

symbolization abilities : to welcome the plurality

of deaf children’s development trajectories

The heterogeneous gestural development trajectories of our
corpora shake up, in different levels and by different man-
ners, the boundaries between gestures and signs. Indeed,
deaf children who have not been formally exposed to LSF
develop transitional gestural symbolic skills that we cannot
ignore. Note that our observations are consistent with those
by other researchers : their gestural skills differ nonethe-
less remarkably from the gestures used by their hearing
peers (see, Estève (2011),Estève and Batista (2010)) and
are close in many ways to the linguistic processing ex-
isting in SL (see, Fusellier-Souza (2004),Goldin-Meadow
(2005)). These trajectories of gestural development are
not less legitimate than those which have developed, be-

4The delay of VL skills development in deaf children has been
highlighted by a lot of works : see, amongst others, the works
of Lederberg (for a synthesis, see Lederberg and Spencer (2001))
and Pizzuto et al. (2001) on the vocabulary development.

fore their entry at school, linguistic skills in SL. So, ten-
sions between gestures and signs observed in deaf children
of our corpora have led us to re-consider the transcription/
annotation tools for gestures and signs and to re-think the
a priori fixed categorization between verbal and non-verbal
gestures – whose the apply is not without problems for the
description of deaf adults discourse too. Our perspective
is, beyond providing information on the heterogeneity in
deaf children’s orality skills, in a more long-term perspec-
tive, the elaboration of tools assessment which can be used
to situate each deaf child in a specific progression between
spatio-motric and analytic thinking. These tools assessment
will allow us, in the longer run, to provide the reflections on
adapted didactic practices which will be able to support this
progression up to the development of the linguistic skills in
SL – and more broadly, in our research interests, in the two
languages.
In this paper, we are focussing on some central points
of the challenges emerging from the deaf children’s lan-
guage realities of our corpora to which we are trying to
answer in our grid of transcription/annotation elaborated
in ELAN in a multimodal and bilingual perspective of de-
scription. We will emphasize specifically on two of the cen-
tral points emerged from the description of deaf children’s
skills which are still in development :
• How to delimit units into taking into account the semi-

otic and the structural dynamics of the production ?
• How to describe and categorize the gestural processes

non systematized in a linguistic form in order to report
the developmental dynamics ?

These points raise a lot of other sub-questions which will
be tackled in more in details in the progress of the argu-
mentation.

3. Methodological aspects

The corpora on which our reflections are conducted is
composed of narratives productions of 30 deaf chil-
dren schooled in divers settings : oralist, bilinguals –
LSF/written French vs LSF/oral and written French – and
”mixted” – designing a class in which children with differ-
ent educative projects, integrating or excluding the LSF, are
taught together. The profiles of children are heterogeneous
not only on the education setting, but also concerning their
family environment (hearing vs deaf), their degree of deaf-
ness (severe to profound), their age (5 up to 12 years old),
their level of schooling (GS up to CM2), etc.The narrative
tasks consist on a retelling of a Tom & Jerry’s cartoon.

4. Delimiting units : towards a global

approach on verbal/non-verbal

phenomenona

The multidimensional aspects of the issues raised by the
gestures/signs dynamics in deaf productions fundamentally
challenge the existing tools used for transcribing and anno-
tating non-verbal gestural resources. Tools usually adopted
to describe the gestural productions of hearing children can-
not be applied as such to report deaf children’s gestural pro-
duction. Rather we have to transpose these by rethinking
them, in a more dynamic way, in relation with those used
to the linguistics gestures. Integrated in an international
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project conducted by J.M. Colletta on the later multimodal-
ity development in children in different languages, our re-
flections on tools have precisely been anchored in this chal-
lenge of the necessity to adapt an existing grid, developed
to transcribe and annotate the narrative conducts of hearing
children – for a global presentation of this grid, see Colletta
et al. (2009). The first issue raised by the specific shapes of
the dynamics involved in the gestural modality in the con-
text of deafness is to rethink the separately approaching of
verbal/non-verbal resources. Rather than conceived these
two kinds of resources as independently, it will be neces-
sary to capture, in a single perspective, the co-constructed
production as a whole. Therefore, the first step of our re-
flections was to investigate the question of segmentation
units.

4.1. State of the art in the fields of SL and

multimodality

Challenges emerging from the description of SL and mul-
timodality data are joined together in numerous transcrip-
tion/annotation points. Transcribing SL and transcribing
multimodality data have in common the fact that they con-
front researchers with the problem of taking into account
of the productions of distinct articulators which can inter-
act simultaneously to contribute to the elaboration of utter-
ances. However, in most of the studies in these two fields
of research, even if the transcription adopted is multi-linear,
these lines does not seem to be hierarchically organized and
take place more as an exhaustive list integrating a transcrip-
tion’s line for each resource or each articulator involved
in the expression. In hearing multimodality research, the
delimitation units of gestures and speech are usually con-
sidered independently and their transcription/annotation is
generally carried out in two separate blocks of lines. This
common practice can be explained by the fact that the per-
spective of description is still linguistic-centered. Indeed, in
most multimodal transcription systems, the central line for
transcribing/segmenting productions is usually speech and
the semiotic contribution of gestures is generally reported
to the content of the speech syntactic units with which they
are temporally linked. This is the perspective adopted by
Colletta et al. (2009) to transcribe bimodal narrative pro-
ductions of hearing children. Otherwise, in the research
on SL, the most common system adopted is centered, for
the manual components, on lexical glosses – correspond to
the lexical unit in VL which is the closest to the seman-
tic content of the lexical signs produced. The non-manual
components – head, eye gaze, facial expressions, etc. – are
generally transcribed in separate lines. And, in the same
way as with what is observed in systems for multimodal
data, the interplay of the multi-articulators contributing to
the elaboration of discourse is reported to a line conceived
as central: that of manual components, in link with lex-
ical elements. Let us underline that, in the case of the
SL, the contribution of the articulators is situated more at
a morpho-syntactic or morpho-lexical level than at a semi-
otic one. Given these shared practices of transcription in
the SL and VL research fields, it is not surprising that re-
searchers who have looked at the bimodal bilingual prac-
tices of SL/VL bilingual speakers use parallel transcrip-

tions, splitting global production into two separate lines:
VL production on one first line and the SL production on a
second one 5.
To our knowledge, in all existing systems of transcription,
the vocal and gestural modalities are usually approached as
two parallel productions and the question of a global unit of
segmentation that would integrate all interplaying resources
is still left open. The specifics language shapes of deaf chil-
dren’s productions have led us to rethink a unit of segmen-
tation at the global production level in order to grasp the
intra- and inter-modality dynamics that contribute, trough
complex semiotic interplay, to the elaboration of utterances.

4.2. Towards a global unit of segmentation: an

effective application of growth point (McNeill,

1992)

Indeed, the diversity of language configurations in the utter-
ances produced by deaf children provides arguments sup-
porting the language conception of the utterance formation
proposed by McNeill (1992, 35),which he has conceptu-
alized under the term of growth point6. As the following
example (see the figure 2) illustrates, in the utterances of
deaf children each resource can play both a specific and
a complementary role in the elaboration of the structural
and/or semiotic aspect of the utterances. While each unit
is meaningless on its own, together they contribute to com-
pound a global production that takes on complex meaning,
through this interplay of plural resources. This example
illustrates a typical structure, amongst others, of specific
dynamics observed in deaf children’s productions: one re-
source introduces the theme – tin this case, the French in
this case ’the baby bird’, another introduces the rheme – in
this case, gestures in this case which depicting the trajecto-
ries of the baby bird (still an egg at the point in the cartoon)
– and a third one is adjoined to specify a characteristic of
the action for example – in this case, ononomatopeias un-
derlining the brief and repetitive aspect of the egg’s jump.
Each resource represents an essential element of the struc-
tural and/or semantic aspect of the global production, with-
out which the latter would be incomplete. The meaning of
the following example acquired, through the complex inter-
play of verbal/non-verbal resources, can be translated as :
there is a baby bird, an egg, and suddenly he has jumped
everywhere a lot.
Therefore, in our grid, we opt for a unit of segmentation
at the level of bimodality which corresponds to an effec-
tive application of the concept of growth point integrating
all resources, vocal and/or gestural, verbal or non-verbal
involved in the elaboration of utterances. Then, the first en-
coding action of the transcription process consists, in fixing

5See for examples of transcriptions: the grid recently pro-
posed in ELAN by Pichler et al. (2010) to transcribe hearing chil-
dren productions growing up in deaf families or more anecdotally
(Bishop et al., 2006; Emmorey et al., 2005; Van den Bogaerde,
2000).

6”[...] when gesture and speech combine, they bring into one
meaning system two distinct semiotic architectures [...] The GP
[growth point] is the name we give to an analytic unit combining
imagery and linguistic categorial content.”(McNeill and Duncan,
2000, 144).
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Noa

frs: le petit oiseau et là
French: the baby bird and then
onom.: poum poum poum poum poum poum
gestes: 2M jointes (conf.boule) rebondissent en différents

points de l’espace
gestures : 2Hands joined (conf.bawl) are jumping in various points of space

Figure 2: Examples of the interplay of resources in
theme/rheme elaboration

exclusively temporal boundaries, in order to delimit coher-
ent semiotic sets by taking account of all resources that par-
ticipate in elaborating each utterance. This takes place on
a central line, which conditions the others 4 major lines of
transcription – French, Onomatopoeias, LSF and Gestures
–, In addition to semiotic criteria, syntactic criteria are used
to delimit units where applicable. Given the state of devel-
opment of linguistic skills in deaf children, the criteria of
syntactic segmentation cannot always be operated. There-
fore, we define these units under the concept of semantic-
syntactic units. A semantic-syntactic unit can be built on
one resource exclusively, vocal or gestural, verbal or non-
verbal, or plural resources used in diverse combinations,
either simultaneity or in sequentiality, as the following fig-
ure illustrates. This extract from the narrative of Driss, 5
years 1 months, schooled in an oralist setting, can be de-
limited into 4 semantic-syntactic units compounded by two
units supported by bimodal non-verbal combination (unit
1 and 4), one unit supported by verbal/non-verbal combi-
nation (unit 2) and one unit supported by a non-verbal re-
source (unit 3).

Figure 3: Examples of semantic-syntactic units segmenta-
tion
Thus integrating verbal and non-verbal resources in a single
segmentation of language units allows us, at this primary
step of description, to make the question of gestures/signs
distinction less crucial and, in a broader sense, to do the
same for the question of verbal and non-verbal status of
the productions. Indeed, delimiting narratives on semantic-
syntactic units allows deaf children’s productions to be cap-
tured in their entirety without considering the question of
their status and no matter the language form in which they
are expressed.

4.3. Verbal and non-verbal resources dynamics : an

unique insight into skills under development

Adopting an integrative perspective towards description,
enables the effective symbolic abilities of deaf children to
be accounted for, as a whole, no matter their state of devel-
opment and no matter how far they have systematized them
in a linguistic form. As illustrated by the following exam-
ple (see figure 1), an extract from the narrative productions
of Abdel, a young deaf child (6 years 4 months) schooled in
an oralist setting, this perspective allows us to take into ac-
count the complex gestural processes that can be elaborated
by deaf children despite not having been formally exposed

to LSF.

Figure 4: Example of complex gestural processes elabo-
rated by a deaf child schooled in an oralist setting
Abdel make use of the principles of spatiality and simul-
taneity that underpin encoding of events in the gestural
modality so as to represent complex narratives events and
parallel action, i.e. the egg arriving on the back of the
mouse which is sleeping. As this extract shows, gestu-
ral productions of deaf children, even if they are not for-
mally exposed to LSF, are not, in most cases, isolated ges-
tural units contrary to what can be observed in the gestural
productions of hearing children. The differences are more
striking when it comes to description of cartoon scenes in-
volving simultaneous actions, as we has shown elsewhere
in a comparative analysis between the narrative productions
of young hearing and deaf children schooled in an oral-
ist setting in the first year of primary school (Estève and
Batista, 2010; Estève, 2011). While deaf children repre-
sent the scene in space by making use of the possibilities
for simultaneous representation afforded by gestures, the
gestures of hearing children follow the linear and temporal
description of the scene in keeping with linguistic encoding
in French. The two following chosen examples correspond
to the retelling of a sequence of the cartoon during which
the baby bird is picking the chair on which the mouse is
sitting.

Oussama (hearing child)
frs : et après quand il a pris sa chaise il l’a mis là et il

s’assoit..
et ben le zoizeau il... il a taillé et la
souris elle fait ça

Fr: and then when he has taken
his chair

and he has
put it here

and
he sit
down...

and then the bird he...he...has eat it
and the mouse does this

g.:

Driss (deaf child)
frs : et maintenant après après attention
Fr.: and yet after after careful
onom. : ouh ! tlllllllllllt boum!

gestes :

Figure 5: Comparative gestures processes used by hearing
and deaf child for a scene implying simultaneous actions
So, as these examples suggest, for deaf children, the ges-
tural modality is not simply an alternative way in which
to represent events closest to the manner to perceive their
organization in the real world as it’s the case for hearing
children. Rather it represents an alternative way to encode
the information in a hierarchically organized and decontex-
tualized symbolization, underlying the specific manner to
encode events linguistically in SL. This way of represent-
ing the events is, given the deafness, closer to the way deaf
children perceive and conceive of the events and is there-
fore their preferred manner of organizing and encoding the
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information. This contrast between hearing and deaf chil-
dren’s gestural production give full weight to the concept
of transitional competence that we have developed : these
crucial differences in gestures productions have to be linked
with the fact that gestural skills in deaf children, even if they
are not formally exposed to LSF, are in tension towards a
linguistic potential.

4.4. Towards a linguistic potential: Some crucial cues

for linguistic acquisition in progress

In the previous examples, Abdel (see figure 4) and Driss
(see figure 5), both deaf children non formally exposed to
LSF, re-invent, indeed, the processes used in narratives con-
ducted in LSF. The corporal proform (Millet, 2002) – that
other researchers consider as a body classifier (Morgan and
Woll, 2003) – to refer to the mouse in the two cases – is
maintained in action across successive units – the sleeping
mouse for Abdel, the sitting mouse for Driss. This allows
the simultaneous actions of the second character to be rep-
resented in parallel. Driss uses vocal resources to describe
on onomatopoeic way the simultaneous action of the baby
bird which is pecking at the chair on which the mouse is
sitting. Whereas Abdel uses his other hand, which is not
mobilized in the representation of the mouse’s actions, to
describe in gestures the trajectory of the baby bird – still
in the egg at this point in the story – which is arriving be-
hind the sleeping mouse. These two productions, and es-
pecially the Abdel’s one, are consistent with the processes
observed in adults’ narratives behaviour within our copora.
It should be note that in contrast to observe in this child pro-
duction, for the same event of the cartoon, adults integrate
in the movement, depicting the trajectory of the egg, the
conventional manual configuration used to refer to a small
and round object in LSF (stf-objet-rond).

Figure 6: Examples of narratives processes used by adults
in LSF
This formal difference in the manual configuration led us
to consider these units as a manual proform (Millet, 2002)
in adults production. In contrast, in the child production we
have considered this description as gestures and not signs.
Thus, this observation can provide argument to evaluate
more precisely the state of gestural skills development. In-
deed, this deaf child seems has to be integrated some lexical
or more precisely morpho-lexical elements of narrative pro-
cess specific to the SL, and more specifically those implies
in the anaphoric references : the corporal proform. While
others are still not being systematized in a linguistic form,
as it is the case for the manual anaphoric manner to repre-
sent a referent : manual proform.
On the other hand we have to note that, in the production
of this child, the recourse to French serves the need to in-
troduce a new referent in an isolated NP (”la souris” [the
mouse], ”le petit oiseau”[the baby bird]). And then the

gestural representation of the two referents constitutes to
a certain degree an anaphoric reference to the referent in-
troduced in French. This specific cross-modal construction
of the narratives processes is very frequent in our corpora.
The example from Abdel’s narrative allows illustrates the
fundamental complementarity of the symbolic skills that
this deaf child, at his stage of language development, had
developed in both vocal and gestural modality. Gestural
and vocal skills of this child seem to be implied in contrast-
ing steps of progression towards analytic modes of think-
ing, in contrasting steps of linguistic systematization, and
in contrasting levels of the linguistic competence : lexical
for vocal modality and morpho-lexical/morpho-syntactical
for gestural modality. Indeed, on the basis of this examples,
Abdel’s competence can be evaluated as follow regarding
the contrasting skills developed in the vocal and gestual
modalities : he appears to have systematized some lexi-
cal skills in French and some morpho-lexical and morpho-
syntactical skills in SL and more broadly in the gestural
modality, which have not yet been integrated in a linguistic
form in keeping with a particular SL, i.e. LSF.
So, Abdel’s language behaviour provides strong arguments
to underscore the crucial importance of taking into account
how deaf children mobilize, combine and make progress
in the two alternatives forms of encoding events which are
available in the two channels of communication. On the one
hand, in the vocal modality, a temporal and linear mode of
speaking underpins the manner to represent events and, on
the other hand, in the gestural modality, they call upon a
spatial mode of speaking giving more place for represent-
ing simultaneity. Our integrative perspective allows to sit-
uate more precisely the deaf children’s skills by integrating
in the evaluation processes all the effective symbolic skills
developed in each modalities. We can be able therefore sit-
uate each child in a particular state of progression towards
analytic modes of thinking in two different modalities lan-
guages.
While the segmentation into semantic-syntactic units al-
lows us to apprehend dynamics intra- and inter-modality as
a whole, evaluating deaf child’s symbolic skills more pre-
cisely implies also calling into question the tools used to
transcribe and annotate each resource in order to be able to
describe, in a more dynamic way, the evolution and conti-
nuity between non-verbal and verbal resources in the devel-
opment trajectories of each child.

5. Evaluating the value of gestural units:

when productions entail rethinking

boundaries

5.1. Criteria for distinction between gestures/signs

The criterion used to distinguish between gestures and signs
is, as usually, the reference of the deaf adults productions.
However, not only their application is in fact very sensitive
but the reference of adults productions does not solve all
the issues surrounding the central question of gestures/signs
distinction in the narrative productions of deaf children
whose gestural skills are stills in development. On the one
hand, this criterion tends indeed to set a separation between
gestures and signs and it does not allow to take into ac-
count the proximity or the tension with SL. This tension
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incite in fact to consider the emerging of an intermediary
language value between the both, which we have proposed
to design under the concept of quasi-linguistic(Cosnier,
1982). Moreover, given the fact that narrative processes
in LSF corresponds to the same basic processes that are
used in the gestures of hearing speaker, but that have been
systematized in a linguistic form in LSF (Millet and Col-
letta, 1997), fixing boundaries between gestures and signs
is not without difficulty. And last but not least, applying
this criteria implies necessary interpretation mechanisms
(over-interpretation ?) of the gestural production and thus
inevitably normalization mechanisms which can lead to
aligning the children’s productions with an ”adultomorphic
representation” (représentations adultomorphes) (Morgen-
stern, 2009). These transformation/transposition processes
remove the materiality of the effective formal realization
of the gestural production. This not only tends to freeze
deaf children’s productions in an adult form, but can also
lead to substantial bias due to the fact the transcriber inter-
prets children’s production through a normalizing mecha-
nism aligning them with an adult standard model.
Applying the criteria of adult references therefore implies
a certain numbers of sensitive mechanisms. In order to re-
duce the part and place of the individual instinct of the tran-
scriber, and given the state of description of narrative struc-
tures in LSF, we collected a corpus of 3 deaf adult narrative
discourses retelling the same cartoon. The complexity of
the examples which we have to confront with in our child
corpora have lead us, to conceive annotation tools of ges-
tures which are able to report the gestural shapes in their
childhood reality.

5.2. Categorizing the non-verbal processes :

proposition for a typology

The existing tools destined to annotate gestures of hear-
ing children cannot be applying directly to the annotation
of gesture’s value for hearing gestures in the existing grid
(Colletta et al., 2009) can’t be apply to deaf children pro-
ductions. Indeed, the category which retains our atten-
tion is the one of referential gestures which is conceived
as ”gestures which have for function to design a referent
if their can be perceived or representing it in space” (Mil-
let and Colletta, 1997). The perspective of the suggested
typology is to detail all the gestural processes supporting
common matrices shared between the hearing and the deaf,
and which are particularly used in the encoding of narrative
events. The following table summarizes some of the most
frequent kinds of gestures used by deaf children of our cor-
pora and which approach, in various ways, the narrative
processes used in LSF.

Types of gestures Description

Mimetic-action mimics the action or the behaviour of a referent by a global corporal
interplay

illustrative describes the characteristics of a referent (size, form, etc.) by the man-
ual configuration or depicts the referent or a characteristic of the action
in the space

Spatiographics depicts in space the arrangement of the elements of the referential uni-
verse and/or gives a topographic representation of the arrangement of
the elements in the actual space

Endophorics pointing manuals or cephalics pointing gestures which refers to a locus, before
(anaphoric) or later (cataphoric), assigned to a referent

Trajectory-mimetic manual gestures depicting the trajectory of the referent

Table 1: Typology proposed for the annotation of more fre-
quent gestures used by deaf children

This typology is a first response to re-thinking the dynam-
ics between gestures and signs in order to qualify how the
processes that have not been systematized in a particular
SL approaches verbal processes. Nonetheless, in their ac-
tual state of development, these tools do not enable us to
assess precisely to the degree of proximity of these non-
verbal processes structuring with the linguistic processes in
LSF and the degree of the systematization of the units com-
pounded the structure of these gestural processes. The per-
spectives opened by this final remark are still in exploration
or waiting to be explored.

6. Less a conclusion, than a beginning

Rather than concluding, we will outline the perspectives
and directions for further reason that our propositions have
opened up. Of the numerous research questions raised by
our propositions we shall start by pinpointing the key is-
sue of delimiting gestural units, and especially which are
not systematized in SL. Questions emerged both in the de-
limiting processes implied within the sets at the level of
semantic-syntactic units and inside the blocs at the level
of the units compounding a gesture. Indeed to situate pre-
cisely the evolution of gestural skills we have to be able to
describe, with a fine granularity perspective, the degree of
appropriation of the elements integrate in the gestural narra-
tives process elaborated by deaf children. We therefore had
to describe each piece of information encoded in the ges-
tures categorized as non-verbal. Rather, this set of informa-
tion is usually considered and transcribed as one single ges-
ture. The example of Driss’ narrative (see example 3) pro-
vides essential material for this discussion. Gestures used
by this child – that we have transcribed as single gestures
in the current transcription – can be describe in a more fine-
grained perspective. For for bi-manual gestures, for exam-
ple, it will be necessary to detail independently each gesture
product and their components as different units – as manual
configuration and movement amongst others. This descrip-
tion will allow us to contrast gestural processes elaborated
by children in our corpora which encode different pieces
of information in their gestures and which are nonetheless
categorized as the same kinds of gestures in our current ty-
pology. These different encodings however provide cues
on contrasted states of appropriation of the spatial encod-
ing structure as the comparison of the extract from Driss
and Abdel narratives shows. For example, it can be empha-
sized on the appropriation of the gestural processes which
can support a double perspective of description, manual and
corporal or manual/manual, for simultaneous actions. A
fine-grained description of units will allow the precise iden-
tification of what kinds of elements of the specific manner
of the linguistic encoding information in a particular SL are
integrated. At this point, it will be necessary to consider in
which way tools for SL description could be applied to ges-
tures.
Furthermore, this article has concentrated on the gestu-
ral dynamic, especially given the focus of this workshop,
but the reality of the bimodal dynamics encourage to
think over, in a more general sense, of the way in which
non-verbal/verbal dynamics are integrated in the transcrip-
tion/annotation tools. A crucial challenge is supported by
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taking into account the transitional skills, inherent to the
development processes, and emerging alongside the contin-
uum between the verbal and non-verbal extremes which are
usually conceived as two static states of skills. The ”non-
verbal” components of school-age deaf children’s produc-
tions are particularly neglected in the schooled context as in
research. While our corpora based on a representative sam-
ple of heterogeneity of deaf children primary age-schooled
show the importance of the deaf children skills which are
not systematized in a particular language(s) – no matter it
is vocal or/and gestural. These language realities incites to
concentrate our efforts of comprehension of the later de-
velopment in the context of deafness on the crucial issues
raised by transitional skills. In our view, these challenges
involve two central points: providing the elements about in-
dividual development trajectories in the context of deafness
and modelling the various steps of language progression
up to linguistic skills on them multiple forms. Our cur-
rent work engages precisely with these two perspectives.
A longitudinal corpora is currently being compiled, with
17 nursery school children and 25 primary school children.
For the first time, this will provide cues on the heterogene-
ity of the transitional steps between language – in a broader
sense – and linguistic skills in SL and VL.
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ble.
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Abstract
We describe an on-going project to develop a lexical database of American Sign Language (ASL) as a tool for annotating ASL corpora
collected in the United States. Labs within our team complete locally chosen fields using their notation system of choice, and pick
from globally available, agreed-upon fields, which are then merged into the global database. Here, we compare glosses in the database
to annotations of spontaneous child data from the BiBiBi project (Chen Pichler et al., 2010). These comparisons validate our need to
develop a digital link between the database and corpus. This link will help ensure that annotators use the appropriate ID-glosses and
allow needed glosses to be readily detected (Johnston, 2011b; Hanke and Storz, 2008). An ID-gloss database is essential for consistent,
systematic annotation of sign language corpora, as (Johnston, 2011b) has pointed out. Next steps in expanding and strengthening
our database’s connection to ASL corpora include (i) looking more carefully at the source of data (e.g. who is signing, language
background, age, region, etc.), (ii) taking into account signing genre (e.g. presentation, informal conversation, child-directed etc), and
(iii) confronting the matter of deixis, gesture, depicting verbs and other constructions that depend on signing space.

Keywords: ID-gloss, ASL corpora, lemmatization

1. Introduction
A lexical database that lists a unique gloss, also known
as ID-gloss, for each sign is indispensable for annotating
corpora consistently (Johnston, 2010). The human tran-
scriber, when left to rely on their own memory for retrieval
of unique glosses, is more likely to produce errors in the
transcript. Continuous use of the database during the tran-
scription process allows the human transcriber a more effi-
cient retrieval system that will reduce the amount of errors
in the transcript. As corpora grow, they feed the lexical
database in turn, providing tokens of signs that need unique
glosses. This paper reports on an on-going project, the ID-
Gloss Project as reported in Alkoby et al. (2010), to develop
a lexical database of American Sign Language (ASL) as a
tool for annotating sign language corpora collected in the
United States.

1.1. Database design
The design of our ID-gloss database (Alkoby et al., 2010)
is unique, and reflects the current scholarly approach to
sign linguistics in the United States. Several different re-
search labs work on sign languages, but no set of system-
atic, consistent, nationally accepted glosses exists. For this
reason, our database was developed so as to permit different
research groups to provide site-specific information corre-
sponding to a common set of lexical signs. It is not that we
wish for a set of standard glosses to be used in ASL research
but rather we wish to facilitate cross-lab data comparison,
which is the aim of this project. Each lab completes locally
chosen fields (gloss, phonological information, word class,
etc.) using their annotation system of choice, and picking
from a global template of available fields that was designed
in collaborative meetings. The fields are then merged into
the global database, thereby providing complementary in-
formation for each sign. Figure 1 provides a schematic dia-

gram of our system. The diagram illustrates that the global
site houses all of the media files, which are linked to each of
the local databases and the local database is linked with the
respective local template (a subset of the global template).

Figure 1: Schematic diagram of the databasae structure.

1.2. Approach: methods of database construction
In this section, we will discuss how our database is built.
We begin with a description of what types of annotations
each group contributes to the database and focus on the
phonological and phonetic notes and descriptions we make
for each sign. Other annotations include morphosyntactic
information like part of speech and sociolingusitic informa-
tion like regions or age-groups that might use a particular
sign, among other things.

1.2.1. Research groups
Our approach currently capitalizes on the annotation per-
spectives of three different research groups. The first group
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comprises researchers at Gallaudet University and the Uni-
versity of Connecticut (for convenience, this group is re-
ferred to as G/UC). This group follows transcription con-
ventions developed by Chen Pichler et al. (2010). Phono-
logical information about signs is entered using Stokoe No-
tation (Stokoe et al., 1965) as well as phonetic information
about hand configuration using Sign Language Phonetics
and Architecture – SLPA – (Johnson and Liddell, 2011).
The second group, referred to as BTS henceforth, includes
researchers from Boston University and Gallaudet Uni-
versity using the Berkeley Transcription System, or BTS
(Slobin and Hoiting, 2002). The third group includes re-
searchers at the University of Texas (UTX). This group also
uses SLPA for each of the formational parameters of signs.

1.2.2. Data annotation
The three notation systems mentioned in §1.2. have indi-
vidual strengths that contribute to the structural integrity of
the ID-gloss database. Stokoe’s notation system is the old-
est and most well known by many sign language linguists.
The notation system is based on three major sign param-
eters, namely the dez (handshape), tab (location) and sig
(movement). The handshape in a sign can be described by
19 possible labels and additional diacritics. The location of
a sign can be represented by symbols that represent certain
areas of the body, from the face to the hips. The possible
placements can be more specific (forehead, mid-face, chin,
or cheek/temple) or more general (trunk). The movement
can be represented by 24 symbols. These include direction-
ality (upward or downward movement), internal movement
such as wiggling, and movements to contact and grasping
movements.
BTS notation was developed in order to be compatible with
the CHAT transcription system (MacWhinney, 2000) used
by the CLAN analysis programs in Child Language Data
Exchange System (CHILDES). The full BTS system allows
for annotation of polycomponential signs, such as classi-
fiers and depicting signs. With respect to handshape nota-
tion, BTS allows for more fine-grained distinctions between
than Stokoe (e.g., the ASL ‘A’, ‘S’, and ‘T’ handshapes all
receive different notations in BTS but receive the same la-
bel in Stokoe Notation). The BTS uses 68 distinct sub-
handshapes, elaborated from 10 more abstract handshape
categories.
Johnson and Liddell (2011) propose a segmental approach,
the SLPA, to the phonetic notation of signs wherein each
segment is notated with information about the handshape,
movement, placement (like Stokoe’s location), contact, and
orientation of the hand(s). The use of Johnson and Lid-
dell’s notation system is time consuming, but it is useful
for gathering phonetic-level detail about the production of
each sign in the database, something neither Stokoe nor
BTS notations provide. Additionally, while Stokoe Nota-
tion provides a single label for each parameter of the sign
(e.g., [A] for the handshape pictured in Figure 2), SLPA
provides a componential notation for the behavior of sepa-
rate elements in each part of the sign. For example, the hand
configuration in SLPA is represented by a series of symbols
that describe the joint behavior of each finger and thumb as
well as the arrangement (relationship between fingers, such

as crossing) and contact, if any, between the fingers and
thumb. Thus, the [A] in Stokoe notation is phonetically an-
notated as [LEE<1FF=2FF=3FFe=4FFe] in SLPA.

Figure 2: [A] handshape.

The choice of each notation system depends on a re-
search lab’s theoretical orientation and research goals. The
database allows for each group to use their preferred nota-
tion system. Another advantage of the database system is
that other research labs can then see what notations are used
by other research labs.

1.3. Linking the database with an ASL corpus
One advantage to our overall design is flexibility in assign-
ing glosses to signs, since it allows local groups to gloss
the same sign in potentially different ways. Furthermore,
the different groups may provide different sets of addi-
tional information for each sign. While each group gives
at least information in the fields gloss and alternative gloss,
the groups provide different phonological information, and
choose between optional fields for morphosyntactic, soci-
olinguistic, and other types of information. Each lab has
access to the information entered by other labs, so the work
is mutually beneficial. Moreover, the flexibility afforded by
the system may lead to eventual convergence on glosses, a
desirable outcome. In our project, the annotation of corpora
and the building of a lexicon have so far been independent
processes, but here we evaluate our progress to date, and
discuss concerns for the continued development of these
resources.

2. Methods
For the present paper, we are comparing the glosses for
signs in our ID-gloss database to annotations of sponta-
neous child ASL data from the BiBiBi project (Chen Pich-
ler et al., 2010). The child data were annotated by coders
trained to use consistent glosses, but they worked without
access to the developing database. The first set of signs
selected for inclusion in the database were expected to be
ones that would likely occur in the child language corpus.
Thus, this makes a good test case for examining the effi-
cacy of a cyclical approach to simultaneously building a
lexicon and corpus. Specifically, as we start comparing the
corpus annotations to the signs in the database, we notice
that some of our predictions are borne out (e.g., signs we
predicted would be used were indeed used), but other signs
are missing from the database. For example, consider the
table in Table 1.
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Related Signs
in Corpus

ID-gloss Missing (or inconsis-
tently glossed) signs

EAT/FOOD EAT
PICK/FIND PICK
SEARCH/LOOK-
FOR

SEARCH check consistency

MY/MINE POSS(self) check consistency
SAME/SAME-
AS

SAME SAME-TIME

Table 1: BiBiBi glossing conventions: need verification
with ID-gloss database

We can see the potential challenges in glossing: it is tempt-
ing to use context to distinguish ‘search’ from ‘look-for’,
for example, but doing so is incompatible with the goal
of maximizing searchability by having a unique gloss per
sign type. This process helps to fuel the cyclical process to
adding signs to the lexical database then returning to tran-
scription with the expanded list. This report includes com-
parison of approximately 650 of the 1000 signs currently in
our database, which have been assigned ID-glosses by the
G/UC group.
Five sessions of spontaneous ASL data from one child
in this corpus were selected for analysis. These ses-
sions were collected when the child, Ben, was age 1;07
(years;months), 1;10, 2;01, 2;04, and 2;07. The total num-
ber of individual child productions at each session is given
in the second column of Table 1. Out of these productions,
the following were eliminated: uninterpretable productions
(coded as YYY or XXX according to conventions), gestures,
mouthing (in the absence of a manual sign), fingerspelling
(coded as FS), pointing (coded as IX or POSS), depicting
(coded as DV). The remaining items are lexical tokens, the
number of which is given in the third column of the table.
Finally, repeated tokens of the same type within a session
were reduced, providing the number of lexical types, given
in the fourth column.

Age Total
child utts

Lexical
Tokens

Lexical
Types

1:07 459 105 42
1:10 854 340 77
2;01 445 175 60
2;04 625 275 95
2;07 454 213 81

Table 2: Data set used for analysis

Each of the lexical types produced by Ben was compared
against the set of ID-glosses entered by the G/UC team. We
calculated the proportion of Ben’s lexical types that were
shared with the database and contrasted them with the those
that were not yet in our database (unshared types).

3. Results
The results of our analysis are presented in Figure 3.
Overall, 63% of Ben’s lexical types are included in the
database. As the figure illustrates, the proportion of shared

Figure 3: Proportion of glosses shared with database.

types decreases over the year’s worth of data, from 76% to
66%.

4. Discussion
In this section, we will discuss what we better understand
about the process of ID-glossing based on the comparison
we have just outlined in §2. and §3. We particularly fo-
cus upon the challenges that are presented by the missing
glosses (particularly phonological variants) and challenges
that are involved with growing the database (e.g., how can
we involve the community, a question that we have been
concerned with from the onset of our project). But first, a
quick discussion of the results presented in §3.

4.1. Interpretation of the results
As we saw from Figure 3, the proportion of lexical types
produced by Ben that were also in the database decreased.
One possible interpretation of this is that Ben’s lexicon
grew, as one might expect, from 1;07 to 2;07, but the
database had not yet been updated with examples of his
newer lexical items. This reinforces the circular process
we have been describing, wherein the database encourages
consistent transcription, but corpus transcription encour-
ages expansion of the database when new items are encoun-
tered.

4.2. Missing items & glossing challenges
Many of the glosses that do not appear in the database
currently are signs that will be added in the near future
(e.g., CHICKEN, FALL-DOWN, GRANDMOTHER, WATER-
MELON). Others are numbers; they are annotated conven-
tionally, but not included in the database. Perhaps a future
step regarding numbers might be to include signs with nu-
meral incorporation, as these do vary, and we would want
to be able to capture any variation with an appropriate gloss
in our database. A few glosses indicate that the annota-
tors did not follow the annotation conventions consistently
(e.g., MINE was used although the conventions called for
POSS(self)). Despite the overall utility of the database,
which reaffirmed the need for ID-glossing, several problem
cases were revealed that deserve attention. The issue that
will be addressed here is, how many ID-glosses should be
assigned for signs that resemble one another and represent
the same concept, or the issue of phonological variation.
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4.2.1. Treating phonological variation
Consider, for example, the word ‘dog’: in order to ac-
count for different versions of the ASL sign for ‘dog’, the
database includes unique glosses for two distinct phonolog-
ical forms for the same concept: DOGsnap and DOGslaphip.
The annotators of the child corpus used three different
glosses, however: DOGsnap, DOGslapsnap, and DOG. The
use of the gloss DOG was the result of human transcriber
error. The transcriber should have appended ‘snap’ to the
gloss. This error could have been avoided if the tran-
scriber had access to the database. For the other variant,
DOGslapsnap, it would be possible to add to the database,
and include the phonological information distinguishing
the three variants in every annotation in the child database,
eliminating the use of the underspecified gloss DOG. An
alternative option would be to have one unique gloss DOG
and leave the identification of phonological variants to sec-
ondary tagging. The question of how many distinct glosses
are needed for the different forms of ‘dog’ – and other items
that have multiple phonological forms – is one that needs to
be addressed more thoroughly. Johnston (2010) discusses
this very issue and suggests using a separate ID-gloss for
each phonological variant, and to tag phonological informa-
tion (such as handshape or movement) onto the gloss. This
was the approach taken here with the different versions of
‘dog’. An approach similar in principle – provide phono-
logical information to distinguish sign variants – is used by
the researchers who provide glosses using BTS. With that
system, all phonological variants with different initial hand-
shapes will necessarily be distinctive. DOGsnap is glossed
[KT]DOG and DOGslaphip is labeled [BU]DOG, where [KT]
and [BU] are the names of the initial handshapes used to
produce these signs. However, DOGslapsnap would have
the same representation as DOGslaphip, since they both use
the same initial handshape. To the extent that these vari-
ants should be differentially glossed, the technique of using
handshape information to distinguish varying phonological
forms for the same concept is appealing, although it is not
sufficient to distinguish all cases.
Another method, which is now the standard for the Auslan
corpus (Johnston, 2011a), is to use a single ID-gloss for all
minor phonological variants, and then specify the phono-
logical information through secondary tagging (e.g. on a
separate tier in ELAN). What is unclear, however, is what is
meant by “minor” in terms of phonological variants. Does
this mean one quantifiable difference, or more? In our view,
the changes in the the phonological forms of DOGslaphip,
DOGsnap and DOGslapsnap are not minor. There are sev-
eral changes form to form, which can be seen in Figure 4.
Specifically, DOGsnap is produced in neutral space and re-
quires the index finger to flex and make contact with the
thumb in a snapping motion which is repeated (Figure 4a).
DOGslapsnap, pictured in Figure 4b, requires the hand, with
all fingers extended to make contact with the thigh then
move to neutral space where the fingers change their config-
uration and snap once. Finally, DOGslaphip does not have
the snapping motion of DOGsnap or DOGslapsnap but has
the patting motion from DOGslapsnap - that is, DOGslaphip

is when the hand needs to move to the thigh and make con-
tact twice or so (Figure 4c).

(a) DOGsnap

(b) DOGslapsnap

(c) DOGslaphip

Figure 4: Three different tokens of ‘dog’ in ASL

There are pros and cons to each approach. Under the first
approach, the transcriber would be burdened with generat-
ing (or requesting) a new ID-gloss for any new phonologi-
cal variant produced in a text and adding it to the database.
However, this would be a burden only for the first time a
particular variant is encountered. If the same variant is used
again, the transcriber need only select the correct ID-gloss
from the database. On the other hand, if we follow John-
ston’s approach, the transcriber would not be as burdened
the first time. Yet, the burden would be delayed until time
came for secondary tagging.
The transcriber would have to add the same phonological
information on a secondary tier every time the variant ap-
pears, leading to redundancy within the transcription.

4.2.2. What is the purpose of the analysis?
While there are clear benefits and challenges with either ap-
proach, the following question should be considered care-
fully before deciding which approach to follow: What is
the goal of the analysis? If, for instance, the analysis is
more focused on the meaning (syntactic / morphological
structure of the child’s utterances), and less on phonological
variation, then Johnston’s approach should suffice. On the
other hand, if the focus of the analysis is on the frequency
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and environment of the phonological variants themselves,
then Johnston argues that it will be sufficient to conduct a
search on the secondary tagging.
What is clear from this discussion is that comparisons be-
tween the annotated data and the glosses in the database
validate our need to develop an electronic link between the
lexical database and the corpus. Such a link (currently
under development) will serve two important purposes: it
will help to ensure that annotators use the appropriate ID-
glosses, and it will allow new glosses needed to be read-
ily detected (Johnston, 2010; Hanke and Storz, 2008). As
the database grows, this strict process will also allow re-
searchers to make accurate estimates of lexical frequency,
something that is lacking in most sign language research to
date and something which has implications for further work
in various subfields of linguistics.

4.3. Challenges in growing our database
While modest evidence indicates that the ID-gloss database
will be useful for annotating the child language corpus,
König et al. (2010) identified several issues that accompany
the development of a gloss database. Three of these issues
will be discussed here: a) ethical issues related to assigning
glosses to signs, b) reconciling the variety of gloss notation
systems used by various labs, and c) challenges in glossing
signs that do not have one-to-one translation equivalents.

4.3.1. Glossing & community involvement
First, who gets to decide the glosses for the signs, the re-
searcher(s) or the language community? Hochgesang et al.
(2010) offer a framework for addressing this issue (but see
also Dudis et al. (2009) for another perspective). In particu-
lar, it is important to be transparent throughout the research
process and involve the community of language users at
each juncture. To give an example, consider the ASL signs
EAT and FOOD. It may not be clear at this point if there is
any systematic way in which the form of these signs differs
when they appear in citation form (though it is certainly
clear with context), the community of ASL users may have
opinions about which English word is a better unique iden-
tifier, and it is these intuitions researchers should be atten-
tive to and consider when assigning glosses to lexical items.
Discussion on how to best allow community participation is
on-going.

4.3.2. Different glosses, different labs
The second issue concerns consistency in glossing. We
will discuss this issue as it relates to both within-lab and
across-lab concerns. The difficulties of utilizing a gloss-
ing system for a signed language are well established (Piz-
zuto and Pietrandrea (2001) and see also our discussion in
§4.2.). One way to maintain gloss consistency within a
group is by using an available dictionary for as many signs
as possible. The BTS group uses The American Sign Lan-
guage Handshape Dictionary (Tennant and Brown, 1998)
for glosses where possible, supplemented with an explicit
handshape symbol at the beginning of each sign, as we dis-
cussed in §4.2.1.. As we have already mentioned, the devel-
opment of an electronic link between corpus and database
will even more greatly facilitate consistency within each

group. In the United States, the issue of cross-lab incon-
sistency is a major concern. The diversity of sign language
research labs, and the lack of national glossing standards,
results in differences in glossing at the lexical level. Our
database was specifically designed to allow for these differ-
ences and nevertheless permit cross-lab comparisons and
eventual cross-corpus searches. In addition to the lab’s pri-
mary gloss for a sign, each lab completes information about
alternate glosses in a separate field in the database. If the
database is queried, the displayed results will match either
the main gloss or the alternate. This allows more flexibil-
ity in use as well as maximizing the ability to search the
database. To continue the example from above, consider
the sign for ‘eat’: One lab used the gloss EAT with the al-
ternative gloss FOOD, while another lab did the opposite.
In a cross-lab search, all of the relevant information is still
retrieved with a single query.

4.3.3. Signs without English translation equivalents
The third, and final, issue we will discuss here is the diffi-
culty in assigning glosses to signs that do not have suitable
translation equivalents between ASL and English. Thus far,
our database does not include, classifiers , depicting signs
(except for one) and other polycomponential forms, but in
order for the database to reflect language use in ASL cor-
pora, these are forms that will need to be included. John-
ston (2011b) offers possible solutions, based on his work in
developing an ID-glossed corpus for Auslan. He makes dis-
tinctions between signs that are fully lexical, those that are
partially lexical and those that are non-lexical (e.g., gesture
and emblems). For partially lexical items, or signs that are
regular in form but for which the meaning is conditioned
by the context of utterance, Johnston (2011b) suggests us-
ing some sort of indication of what type of partly lexical
item it is (classifier, depicting signs, etc.), what handshape
is used, and what does it mean in a particular context.
To use Johnston’s example, a partly lexical sign might be
glossed DSH(F):describe-as-appropriate, where “DSH” in-
dicates that it is a depicting sign with an “F” handshape.
Another similar type of example from our database is pic-

Figure 5: DS(F):long-skinny.

tured in Figure 5. Here, the UTX coder uses “DS” to indi-
cate that the form is a type of depicting sign, “F” to indi-
cate the handshape, and “long-skinny” to reflect the type of
noun being classified. When this form is used in naturalis-
tic signing, as opposed to citation form, the “long-skinny”
designation can be replaced with whatever is indicated by
the given context.
We will have to decide lab-internally, or as a group, what
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sorts of glosses we find most appropriate and fitting for this
category of signs. One approach would be to adopt the
glossing techniques of (Johnston, 2011b) wherein we dis-
tinguish between fully, partly, and non-lexical items. This
would allow us, crucially, to capture enough about the form
of the sign to encourage consistent application of a unique
ID-gloss, but allows for flexible additions to the semantic
content

5. Conclusions
Here we have shown that, despite challenges that persist
in developing an ASL lexical database, the linking of tran-
scripts within a corpus to such a database will aid in un-
derstanding crucial facts about the language. An ID-gloss
database is essential for consistent and systematic anno-
tation of sign language corpora, as Johnston (2010) has
pointed out and as we have attempted to demonstrate. We
provided preliminary results from a comparison between
our database and an annotated corpus that did not have the
benefit of an ID-gloss database. There are several logical
next steps to consider in expanding the ID-gloss database
and in strengthening its connection to ASL corpora. In clos-
ing, we will mention three of these steps. First, we should
look more carefully at the source of the data and document
the metadata. It is important to know who is signing, what
is their language background, how old are they, where did
they grow up and where do they live now. All of this in-
formation will help generate a more complete picture about
how ASL is used and what differences exist between groups
(e.g., regional groups, age groups etc). Second, we should
take into account the genre of signing. Was a particular text
from a presentation or an informal conversation? Was an
adult directing signing at an infant or child? This will con-
tribute valuable information that can lead to descriptions
of distinct linguistic registers in ASL. Lastly, as we men-
tioned briefly in §4.3.3., we need to confront the matter of
deixis, gesture, depicting verbs and other constructions that
depend on signing space. Each of these questions will help
grow our database, as well as allow for more accurately an-
notated corpora and thus strengthen the link between the
the two.

6. Acknowledgements
The project described in this article was supported by
Award Number R01DC009263 from the National Institute
on Deafness and Other Communication Disorders. The
content is solely the responsibility of the authors and does
not necessarily represent the official views of the National
Institute on Deafness and Other Communication Disorders
or the National Institutes of Health.

7. References
K. Alkoby, J.A. Hochgesang, G. Mirus, and P. Pascual Vil-

lanueva. 2010. Construction of an ID Gloss database.
In Proceedings from the 10th meeting of the Theoreti-
cal Issues in Sign Language Research Conference, West
Lafayette, IN.

D. Chen Pichler, J.A. Hochgesang, D. Lillo-Martin, and
R. Müller de Quadros. 2010. Conventions for sign

and speech transcription of child bimodal bilingual cor-
pora in ELAN. Language, Interaction and Acquisi-
tion/Langage, Interaction et Acquisition, 1(1):11–40.

P. Dudis, G. Mathur, and G. Mirus. 2009. Bringing a cor-
pus in line with deaf communities. In Proceedings from
the Sign Language Corpora: Linguistic Issues workshop,
University College of London.

T. Hanke and J. Storz. 2008. iLex – a database tool
for integrating sign langauge corpus lingustics and sign
language lexicography. In O. Crasborn, E. Efthimiou,
T. Hanke, E.D. Thoutenhoofd, and I. Zwisterlood, edi-
tors, Proceedings of the Third Workshop on the Repre-
sentation and Processing of Sign Languages: Construc-
tion and Exploitation of Sign Language Corpora at the
Sixth International Conference on Language Resources
and Evaluation (LREC‘08), pages 64–67, Marrakech,
Morocco.

J.A. Hochgesang, P. Pascual Villanueva, G. Mathur, and
D. Lillo-Martin. 2010. Building a database while con-
sidering research ethics in sign language communities.
In Proceedings of the 4th Workshop on the Representa-
tion and Processing of Sign Languages: Corpora and
Sign Language Technologies at Language Resources and
Evaluation (LREC‘10), pages 112–116, Valletta, Malta,
May.

R. E. Johnson and S. K. Liddell. 2011. A segmental frame-
work for representing signs phonetically. Sign Language
Studies, 11(3):408–463.

T. Johnston. 2010. From archive to corpus: Transcrip-
tion and annotation in the creation of signed language
corpora. International Journal of Corpus Linguistics,
15:104–129.

T. Johnston, 2011a. Auslan Corpus Annotation Guidelines.
Centre for Language Sciences, Department of Linguis-
tics, Macquarie University, Sydney, Australia.

T. Johnston. 2011b. Lexical frequency in sign languages.
Journal of Deaf Studies and Deaf Education, 36:1–31.

S. König, R. Konrad, G. Langer, and R. Nishio. 2010. How
much top-down and bottom-up do we need to build a
lemmatized corpus? In Proceedings from the 10th meet-
ing of the Theoretical Issues in Sign Language Research
Conference, West Lafayette, IN.

B. MacWhinney. 2000. The CHILDES Project: Tools for
Analyzing Talk. Lawrence Erlbaum Associates, Mah-
wah, NJ, 3rd edition.

E. Pizzuto and P. Pietrandrea. 2001. The notation of signed
texts: Open questions and indications for futher research.
Sign Language & Linguistics, 4(1):29–45.

D. I. Slobin and N. Hoiting. 2002. The Berkely Transcrip-
tion System for sign language research (BTS). In Gary
Morgan and Bencie Woll, editors, Directions in sign lan-
guage acquisition. John Benjamins, Amsterdam.

W. C. Stokoe, D. C. Casterline, and C. G. Croneberg. 1965.
A dictionary of American Sign Language on linguistic
principles. Linstok Press, Silver Spring, MD.

R. A. Tennant and M. G. Brown. 1998. The American Sign
Language Handshape Dictionary. Gallaudet University
Press, Washington.

62



A Study on Qualification/Naming Structures in Sign Languages 

Michael Filhol, Annelies Braffort 
LIMSI-CNRS 

Campus  d’Orsay  bat  508, BP 133, F-91403 Orsay cx, France 
michael.filhol@limsi.fr, annelies.braffort@limsi.fr 

Abstract 
In the prospect of animating virtual signers, this article addresses the issue of representing Sign, in particular on levels not restricted to 
the language lexicon. In order to choose and design a suitable model, we illustrate the main steps of our corpus-based methodology for 
linguistic structure identification and formal description with the example of a specific structure we have named 
“qualification/naming”.  We  also  discuss   its   similarity  and  difference  with  other  Sign  properties  described   in   the   literature   such as 
compound signs. Consequently we explain our choice for a description model that does not separate lexicon and grammar in two 
disjoint levels for virtual signer input. 
 
Keywords: Sign Language animation; grammar modelling; weak hand persistence; compound signs; corpus analysis 

 

1. Introduction 
With the purpose of formally representing Sign Language 
(SL) elements and rules to generate animations and 
automatically produce SL utterances via a virtual signer, 
we have worked on the DictaSign corpus to identify 
various grammatical rules. This paper presents our 
methodology and the result of what is the first cross-SL 
study of the project. In terms of SL processing, the 
outcome of such research will benefit Sign synthesis by 
specifying what should be performed from a grammatical 
rule. Also, we believe that it can assist grammatical 
annotation tasks by specifying surface cues to be caught 
by image processing software. 
Among other linguistic structures, we have identified one 
that  we  called  the  “qualification/naming  structure”,  which  
constitutes the main focus of this report. It has the interest 
to be a structure which surface form can also be found in 
compound lexical units. 
First, we describe the methodology used for the 
cross-language corpus observation, then, we discuss the 
constraints that must be represented by our formalism, 
and we conclude on how to refine the current results. 

2. Methodology 
Two approaches are possible to determine a systematic 
rule between a semantic structure or relation and a surface 
(phonetic) production: start from either the semantic 
function or the surface form. The structure presented here 
was discovered using the latter, as follows. 
We have selected gestural units composed of one-handed 
signs performed by the strong hand while the weak hand 
is kept activated immediately after the end of a 
two-handed sign. More precisely, we consider structures 
containing   what   Liddell   named   “fragment   buoys”.   A  
fragment buoy is the final handshape of a sign that has just 
been performed which is then held in the signing space 
while other signing activity continues on the other hand 
(Liddell, 2003). In a fragment buoy, the signer uses the  

 
 
fragment or handshape of a previous sign S0 as a buoy 
because S0 is referred to by other signs interacting with it 
(Johnston, 2011).  
Figure 1 shows an example in LSF. The two-handed sign 
S0 is the sign LINE. It is followed by three one-handed 
signs YELLOW, U and THREE. The intent is to specify a 
subway line, the line Yellow with the name U3. The sign 
LINE is clearly held up by the weak hand and remains 
tense throughout the following three one-handed signs. 
 

 

 
Figure 1: LSF example: LINE YELLOW U THREE. 

 
To annotate our corpus, we used labels close to those 
proposed in the Auslan annotation guidelines (Johnston, 
2011). A fragment buoy is labelled FBUOY, followed by a 
colon and the IDgloss of the two-handed sign S0. In our 
example, that is FBUOY: LIGNE (for LINE).  
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Figure 2: Annotation of our LSF example in iLex using FBUOY label. 
 

 
Figure 2 shows a snapshot of the corresponding 
annotation in iLex (Hanke 2002; Hanke & Storz 2008). 
Time flows from the downwards. We use three tiers for 
the fully lexical signs (RH FLS, LH FLS and 2H FLS, for 
the activity of respectively the right hand, the left hand 
and the two hands), three tiers for the partly lexical signs 
(RH PLS, LH PLS and 2H PLS), and other tiers not 
detailed here. All the terminology is explained in 
(Johnston, 2011). Fully-lexical signs are what is often 
called conventionalised signs or standard signs and are 
identified with a ID-gloss that is the identifier of the entry 
in the sign lexicon database. Partly lexical signs include 
pointing signs, depicting signs, and buoys. See (Johnston, 
2011) for a detailed explanation on how to identify and 
annotate these signs. 
In Figure 2, the tier 2H FLS contains the ID-gloss LIGNE 
(for LINE), and while the LH PLS segment is labelled 
with FBUOY: LIGNE, the RH FLS tier contains 
successive segments with the ID-gloss JAUNE, U and 
THREE (for YELLOW, U and THREE). 
 
T. Johnston suggests that if the activity on the weak hand 
is not meaningful, for example if it seems only to be the 
continuation of part of the previously articulated sign and 
to slowly relax to a neutral handshape or rest position, one 
must only annotate information for the strong hand. But in 
our annotation, we did consider the cases excluded by 
Johnston were there was no topological relationship 
between S0 and the following one-handed signs (thereby 
excluding things like classifier predicates, more 
semantically loaded and based on a lot more than a mere 
sequence). 
 
Using our annotated part of the corpus (5 hrs of LSF 
dialogue), we have collected more than 500 occurrences 
of FBUOY segments and applied the following process. 
 

 
(a) Choice of target occurrences to collect from the corpus 
From these FBUOY segments, we had first noticed a large 
number of occurrences where the weak hand was held 
while the strong hand continued on without the two being 
linked by any geometric or topological reason (like 
pointing to the weak hand, or depicting a path holding the 
weak hand as a locative). This led us to define the 
“unrelated  weak  hand  persistence”  criterion  as  follows: 
A two-handed sign S0 is performed followed by one or 
more one-handed gestures while the final posture of the 
weak hand is held in place. 
Strong hand: |__ S0 __| |__ 1-handed signs __| 
Weak hand: |__ S0 ______ held from S0 ________ 
 
(b) From form to function in LSF 
We collected a minimum of 150 clear occurrences of the 
surface form described in (a), and found that all fitted 
either of the two categories below: 
1. Qualification/naming: The one-handed utterance on 

the strong hand qualifies S0 like an adjective, or 
names it with a name-sign or finger-spells 
something to identify it. It can be a combination of 
those. 

2. Conservation of activation: S0 is held because it is 
needed again after the one-handed sequence (S0 
usually repeated then). This can be seen as a 
parenthesis in a discourse, during which S0 is to be 
kept  “active”. 

 
(c) From function to form in LSF, DGS and GSL 
The next step of the process was to submit this finding to 
the Greek and German teams and begin a cross-language 
verification process based on the LSF, DGS and GSL 
parts of the Dicta-Sign corpus. All languages were 
searched for occurrences of the qualification/naming 
semantic function above (b1), and the corresponding 
forms observed. The SLs were observed by local experts 
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separately and their feedback allowed us to suggest the 
following statement: 
When S0 is a 2-handed sign followed by one or more 
qualifying or naming 1-handed signs, the weak hand 
tends to be held strongly in its last S0 posture while the 
other signs are performed with the strong hand. 
 
Figures 4 and 5 shows examples extracted from DGS and 
GSL. 
 

 
 

Figure  3:  DGS  example  with  TICKET  ‘rectangular  
object’. 

 

 
 

Figure 4: GSL example with SALAD DELICIOUS. 
 
This identified structure, to be animated in the hands of a 
virtual signer, must be formalised to enforce a temporary 
hand separation and synchronise them on a common 
timeline. The next section illustrates this process and 
raises a few linguistic questions. 

3. Representation and discussion 
Azalee is a representation model that allows specifying 
different parts of a signing activity independently, and that 
distributes them in time (Filhol, 2011; Filhol, 2012). It has 
two important properties, which makes it our choice to 
base our discussion to come: 
1. Sign Language productions enrol several 

simultaneous parts, usually overlapping in time; 
Azalee defines 'time intervals' (TI), one for each 
separate part of the production, represented as a box 
in the diagrams below. 

2. Sign Language productions are flexible in many 
ways, some of the variability is meaningless, some 
have an effect on the semantics; Azalee deals well 
with this aspect as it uses minimal sets of necessary 
constraints. 

 

Question 1: Representation of the necessary and 
sufficient conditions 
Fragment buoys are represented as follows (Figure 5), 
where   “S0”   is   the   eponymous   TI   for   the   initial  
two-handed sign, the qualifying/naming 1-handed 
sequence following S0 is composed of S1 and S2, and 
FBUOY represents the effect weak hand holding. 
 

 
Figure 5: Time arrangement for weak hand persistence 

after S0 
 
Pertaining to property no. 2 above: There is variability in 
the point where the FBUOY ends, but invariably signers 
hold it for a minimum of time. What is the necessary 
condition? Our model allows to constrain it to the longest 
commonly used time across signers, which does not force 
any animation to retract the hand past this boundary. 
 
Question 2: Boundary between lexicon and syntactic 
structures 
Another question appears when comparing this structure 
with compound signs. A compound sign is a lexical unit, 
whereas we deal with grammatical constructions not 
registrable as signs. We have noticed the presence of 
fragment buoy structures in the LSF lexicon database 
built during the Dicta-Sign project, where each entry 
corresponds to a given concept. The example shown in 
Figure 6   corresponds   to   the   concept   “relative”.   It   is  
expressed in LSF with a compound composed of the signs 
FAMILY and PERSON. The weak hand is held from the 
sign FAMILY while the strong hand signs PERSON. 
 

 
 

Figure  6:  LSL  expression  of  the  concept  “relative”,  which  
is signed FAMILY PERSON. 

 
There is undoubtedly some similarity between the two 
constructions (phrase or lexical level). Though we would 
need quantitative measures on the start and end of the TIs 
to allow proper comparison of the dynamics and rhythm 
(they may differ by that only), this question already leads 
us to question the opacity and even the relevance of the 
boundary between lexicon and syntactic structures. 
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Question 3: Weak hand anticipation 
If we invert the diagram above, we end up with a new 
phenomenon,   analogous   to   what   Johnson   calls   “weak  
hand  anticipation”  (Liddell  & Johnson, 1986). Again, this 
has to do with lexical compound signs, i.e. signs 
composed of several lexical signs and including 
progressive, or in this case regressive, assimilation. 
 

 
 
Figure 7: Time arrangement for weak hand anticipation 

after S0 (inverted fig. 5) 
 
An interesting issue to raise at this point is to transpose 
question 2 on this inverted diagram. Indeed once again, 
weak hand anticipation is defined as a lexical property of 
compounds. But similarly to our observation in Q2, can 
we question this statement by finding any construction 
using wh-anticipation and still variable enough to be 
excluded from the lexicon? 
 
In any case, we insist that Azalee be designed without 
assumption regarding these questions, both to ensure 
coverage of all structures and to provide Sign experts with 
a formalism to write down all possible approaches of a 
phenomenon. Indeed, only then can we efficiently debate 
over differences in representations and discover 
categories instead of having them assumed by the model. 
Given our observations above, this statement leads us 
strongly to advocate the use of a model with no immutable 
gap between lexicon and syntax. 

4. Future work and conclusion 
We have used more than 500 times the label FBUOY in 
our annotation, and we have not analysed all of them. A 
deeper and extensive analysis must now be conducted, in 
order to refine these first results on various aspects, and 
first of all, by verifying if there can be other semantic 
categories than the two presented in 2.b for this given 
surface form. We could use for example the same kind of 
approach that this used in (Nishio, 2009). 
Then we must analyse other parts of the corpus that 
contain the qualification/naming semantic function that 
are not annotated with FBUOY. For example, we have to 
reply to the following questions: 
⁻ When another surface form is used (only 

one-handed signs, only two-handed signs, S0 being 
a one-handed sign and the following ones 
two-handed...), can we observe other frequent 
properties? We have hypothesised the following: 
“the   shoulder   line   does   not   move   during   the  
sequence, and the time between S0 and the 
following  signs  is  shorter  than  average” 

⁻ Is it possible that S0 is signed after the qualifying 

signs, and in which case? 
This paper has presented a Sign linguistic structure for 
qualifying and naming 2-handed concepts. We have 
mentioned the unclear lexical vs. syntactic status of the 
productions using this structure, and explained the need 
for a representational model that does not make any 
strong division between those two levels of language. 
Future work awaits ahead in the study of more linguistic 
structures, always with the aim of full coverage by the 
description models. 
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Abstract 

With the building of larger sign language corpora tagging, handling and analysing large amounts of data reach a new level of 
complexity. Efficiency and interpersonal consistency in tagging are relevant issues as well as procedures and structures to identify 
and tag relevant linguistic units and structures beyond and above the manual sign level. We present and discuss problems and 
possible solution approaches (focussing on the working environment of iLex) of how to deal with multi-unit structures and more 
specifically multi-sign lexemes in annotation and lexicon building. 
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1. Multi-sign expressions as lexicon entities 
For many sign languages, compounds and idiomatic 
expressions are attested to occur. Becker (2003) 
differentiates between proper compounds and loan 
compounds in DGS (German sign language), with the 
first group being rather rare. Johnston & Ferrara (to 
appear) report that multi-sign idiomatic expressions are 
rare as well.1 However,  some of these units may have 
not been discovered yet since empirical studies on these 
topics require large amounts of data, which are only now 
becoming available with the development and 
accessibility of large sign language corpora. In addition, 
often there are no clear-cut distinctions between the three 
groups mentioned. 
Whatever the exact definitions for these phenomena are, 
they have something in common: When these patterns 
appear, they are different from just the signs they consist 
of. There may be restrictions on the use of these patterns 
not be expected from how their components can be used, 
and the meaning might be different from the composition 
of meanings of their building blocks, or they might 
disambiguate POS attributions to their parts. This means 
they have to be considered part of the language’s lexicon. 
Once multi-unit structures are stored in the lexical 
database, they can also be attributed with all kinds of 
lexicographic annotation such as regional use or 
syntactic restrictions. This would of course also be the 
place to further characterise the construction, e.g. what 
kinds of variation does it allow. 

2. Tagging multi-sign expressions 
In today’s coding conventions (e.g. Johnston 2011, but 
also including our own), these multi-unit structures are 
not really dealt with in a way that allows to mark, access, 
list and describe these units as entities of their own right. 
                                                             
1 Their claim is for idiomatic expressions in Auslan, but 
the same seems to be the case for DGS. 

Usually, only their building blocks are made visible in 
the annotation. Occurrences of these structures need to 
be retrieved by executing searches. This is unsatisfactory 
not only in the context of complex patterns difficult to 
search for, but also from the point of view of lemma 
revision. Searches will retrieve all occurrences of the 
patterns, and the information whether the pattern is 
actually used in the special (e.g. idiomatic) sense or in 
the literal that is sign-by-sign sense is not stored 
anywhere. We therefore look for a possibility to clearly 
identify tokens of multi-sign structures while 
maintaining the tagging of the constituents. 
A first approach would be to have a separate tier tagging 
those time stretches where multi-sign structures occur 
with labels such as “idiom” or “compound”. To find the 
multi-sign instances, one would then set up the search 
not only containing the sign pattern, but also the extra 
label. Nesting structures would require multiple extra 
tiers which is uncomfortable but still manageable. This 
approach, however, does not generalise to other forms of 
multi-unit structures such as multi-channel signs (e.g. a 
sign with an obligatory lexicalised mouth gesture) or 
discontinuous structures such as sandwich verbs or 
resumed holds: A simple tag in a separate tier would 
either include all co-occurring events in a tier or none. 
An alternative actually in use for spoken languages 
multi-word expressions is to store them as the 
pre-terminal level in a treebank. However, today there is 
no annotation system for sign languages featuring 
treebanks. 
What we currently envision is to add this lowest level of 
syntax trees to the tiers & tags model of iLex2. As we 
would not expect more than two levels above the basic 
token tags, these extra levels would be projected onto the 
iLex annotation grid display by framing those tags 
                                                             
2 iLex is the transcription environment we use which 
features a lexical database closely integrated with the 
annotation scores, cf. Hanke (2002) and Hanke & Storz 
(2008). 
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constituting a multi-unit structure. Token structures 
compatible with the multi-unit structure as stored in the 
lexicon can be claimed an instance of that structure by 
dragging the lexical item onto one of the existing tokens. 

 
 
 
 
 
 
 
 
 

Figure 1: Idiomatic expression and hold structure  
 

 
 
 
 
 
 
 
 
 

 
 
 
 

Figure 2: Multi-item list structure  
 

 

3. Multi-sign lexemes in the lexical 
database 

 
Naturally, this approach requires the lexicon structure in 
iLex to be extended in order to cover multi-sign 
multi-channel structures within the lexical database. 
Currently, a simplex sign is described as either one- or 
two-handed, with an optional code for mouthing or 
mouth gesture that may be copied to the mouth tier but is 
not considered part of the token. Complex signs are 
either simultaneous or sequential compounds or blends 
of two simplex signs. More complex structures cannot be 
appropriately handled in the implemented lexicon model. 
The idea is to allow any kind of element (simple signs, 
nonmanuals etc.) to be arranged in a structure expressing 
time relations such as “precedes” or “precedes 
immediately”. To the user, these structures would appear 
as miniature transcripts without concrete timestamps. 
An extension allowing multi-channel signs would also 
cover obligatory facial actions for lexemes in a much 
more transparent way than the current solution. 
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1. Introduction 
Segmentation in the sense of tokenisation usually is one 
of the first steps in any sign language transcription work 
as it is the prerequisite to lemmatisation which in our 
view is at the very heart of sign language annotation. 
There are two basic approaches how to segment 
continuous signing into individual signs:  
• A sign starts where the preceding one ends (i.e. 

fluent signing means there are no gaps between 
signs)  

• Transitional movements between signs do not count 
as part of either sign. Therefore, usually there are 
gaps between two signs during which the 
articulators move from the end of one sign to the 
beginning of the next. 

Johnston (2011:38-39) favours the first approach where 
time intervals not tagged indicate periods of no signing 
activity.1 We have traditionally followed the second 
approach. In the context of the DGS Corpus and the 
Dicta-Sign project that approach offers advantages for 
the subsequent processing: First of all, variation between 
tokens is much lower than if the transition would be part 
of the sign. Secondly, a token tag represents only that 
part of the signal that is described by HamNoSys, which 
allows for more straightforward processing in the context 
of recognition and animation of continuous sign 
language. Boundaries between sign and transition also 
make it possible to separate sub-sign analysis from 
movement properties of the transitions. Obviously, one 
has to deal with the ambiguity if non-tagged time 
intervals stand for transitions or non-activity. In the past, 
we used heuristics based on the duration of non-tagged 
intervals: Transitions tend to be short compared to 
natural or even deliberate pauses.2 With image 
processing becoming available (cf. Dubot & Collet, this 

                                                             
1 He actually suggests leaving gaps of “at least one frame” 
between subsequent tags, but only for technical reasons 
inherent to ELAN, the transcription environment used. 
2 These heuristics are unable to determine the turn-final return 
to rest position but Johnston’s approach shares this problem as 
the turn-final tokens include the transition into the sign and out 
of the sign whereas all others only include the transition into 
the sign. 

volume), the ambiguity can be resolved without any 
further manual tagging. Automatic detection of manual 
activity vs. non-activity provides rather robust results 
that combine with the manual tagging to tell transitions 
(outside token tags, inside automatically tagged manual 
activity) apart from non-activity (outside token tags, 
outside automatically produced tags).3 We therefore do 
not share Johnston’s concern that our approach would 
result in false results e.g. when calculating overlaps 
between manual and nonmanual prosody. 
A major concern for us is data quality. Variation of ±2 
frames (at 25fps) within and between experienced 
annotators was unexpectedly high. We therefore detailed 
our segmentation criteria as much as seemed to make 
sense. 

2. Segmentation Rules in Dicta-Sign and 
the DGS Corpus Project 

The approach chosen for Dicta-Sign and the DGS corpus 
project is to cut off transitional movements from the 
actual signs. This leaves the annotators with the task to 
decide where exactly a certain sign starts and where it 
ends.  
While the general aim is a bottom-up (i.e. data-driven) 
approach for sign language annotation, a certain amount 
of top-down decisions seems unavoidable in such an 
approach. (We use our knowledge about the type to cut a 
token.) 
For signs with an HMH structure in the sense of Liddell 
& Johnson (1989) (or PTP in the sense of Johnson & 
Liddell (2011)) the sign starts at the beginning of the 
initial hold, i.e. as soon as its handshape has been formed 
and is placed in the right orientation at the starting 
location of the sign. Likewise the sign ends at the end of 
the hold, i.e. just before the first change of one of the 
parameters.4 

                                                             
3 Of course, this solution is not without problems either. It 
provides false positives in the case of manual activities that are 
neither signing nor gesturing, but for example scratching 
oneself (that you may want to notate only if you assume some 
communicative intent) or manipulating physical objects, e.g. 
drinking. False negatives, such as subtle backchanneling, are 
compensated by manual tagging. 
4 In comparison, Crasborn & Zwitserlood (2008:5-6) cut after 
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For other structures more specific definitions are needed: 
Sign starts: 
• In cases where two signs share a hold (i.e. one sign 

ends in a hold, and by chance the next sign is 
beginning with a hold at exactly the same location 
with the same handshape and orientation), cut the 
hold in the middle. (Here it is obvious that there 
cannot be a gap between the two tags.)  

• In case of signs without a specific starting location, 
look for a discontinuity in the movement (e.g. a 
sudden change in direction) between the end of the 
previous sign and the end of the target sign. That 
point is then the starting point.  

• In case of a continuous movement from the 
beginning of a sign to the end of the next sign (e.g. 
DENKEN5 DU6 in lax signing), cut in the middle/at 
the peak of that movement. (This is then also the end 
of the previous sign, i.e. there is no gap in-between 
the two signs.) 

Sign ends:  
• If the sign finishes with a movement, then cut just 

before a change of movement direction.  
• If there is no change of movement, a change of 

handshape or orientation marks the end of the sign.  
• In case there is no change of handshape or 

orientation but a continuous movement from the 
previous to the following sign, the sign ends in the 
middle / at the peak of that movement (see above).  

 
For two-handed signs, in principle the above criteria can 
be applied to both hands individually. However, for 
some cases this results in different timings for the two 
hands (which is possible to tag if two separate token tiers 
are used, but at the expense of more time needed for 
segmentation). When using one tier, and that also holds 
for cutting the video itself, which is what counts for 
image processing, a combined criterion has to be 
defined. The easiest and most consistent definition to cut 
both hands in parallel is to just concentrate on the 
dominant/active hand and ignore the other (i.e. following 
the above rules). 
Nonmanual activity is not considered at all when 
segmenting unless there is no manual activity. In that 
case, start and end of the movement define the duration 
of the sign. 

3. Agreement Measures 
This detailed decision tree, however, did not increase 
intra- and inter-transcriber agreement substantially. 
Annotators reported that they still followed their 
intuition and only applied the rules step by step when in 
doubt. So it seems that annotators’ intuition is strong, but 
nevertheless not precise to the video frame or that even 
                                                                                                   
the hand moves away from the initial location, i.e. after the 
initial hold. 
5 The examples given in this paper are all from DGS. THINK: 
Index finger upwards, palm towards body, hand moving away 
from contact with right temple. 
6 YOU 

native signers of the same sign language differ in their 
intuitions. Brentari & Wilbur (2008) suggested that 
people might pay attention to different parts of the 
signing stream when segmenting, but their research did 
not explain why that should still be the case for 
annotators who are signers of the same language. 
One of the obvious difficulties in finding the right point 
in time for cutting is that signing movement has to be 
reconstructed from the images in the video frames 
available. So one hypothesis was that this problem would 
become easier with higher frame rates. In an experiment, 
we asked annotators to apply the same rules to a video 
shot at 50fps, and in fact they reported that they were 
more confident in their decisions (although not faster). 
Agreement still was in the range of ±2 frames which now 
corresponded to only half the time jitter experienced 
before. While this convinced us to move all annotation 
work to 50fps videos (either shot natively or deinterlaced 
from 25fps at the expense of spatial resolution), we were 
still unsure how much our rules depended on the video’s 
temporal resolution. 

4. Compatibility with the Johnson/Liddell 
Phonetic Model 

In a small-scale study aiming at improving avatar 
performance naturalness, we compared our segmentation 
with the approach proposed by Johnson & Liddell 
(2011), aiming at detecting the beginning and end of a 
sign by identifying its sequential structure (Hanke et al. 
2011).  
According to Johnson & Liddell signs may not only be 
analysed as consisting of simultaneously occurring 
parameters (hand configuration, placement...), but they 
also show a sequentially organised sublexical structure 
consisting of alternating postural and transitional phases. 
A detailed segmentation for each of the individual 
parameters involved reveals the varying timing of 
changes happening during a sign: the parameters are 
neither established all at the same time nor do they 
change simultaneously. A posture in Johnson & Liddell’s 
sense refers to those moments where all the parameters 
are stable and momentarily aligned (which may even last 
for only one frame). The picture of the hand is stated to 
be clearer than during the rest of the sign, which might 
be due to a slowdown of the hand’s movements. During 
a transition, changes may occur in several parameters at 
a time, however these changes do not necessarily 
coincide and parameters are not all in place at exactly the 
same moment.  
It turned out that defining postural and transitional 
phases is by no means a straightforward task. The 
suggestion given by Johnson & Liddell to distinguish 
clear pictures of the hand from fuzzy ones was mostly 
not applicable for our data as it depends heavily on the 
cameras used (esp. frame rate and exposure time). 
Having used videos with a frame rate of 50fps (i.e. larger 
than the 30fps available for the Johnson & Liddell data), 
we had expected to be able to recognise distinct static 
phases. However, the more frames there are, the more 
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details are visible. This holds especially for signs that – 
on a first glance – inherit a comparably long placement 
(e.g. INDEX pointing at something). Looking at these 
occurrences frame by frame reveals the almost nonstop 
minor movements happening “naturally”. For signs with 
short static phases, however, not always being able to 
rely on pictures being fuzzy or clear causes similar 
problems, namely the lack of criteria to define a phase as 
static that only lasts for one frame. Furthermore, the 
short static phases of the individual parameters do not 
necessarily show an overlap in time (i.e. postures in 
Johnson & Liddell’s sense). It becomes evident that 
certain thresholds would need to be applied, however 
reliability still is an issue for human annotators. 
In cases where postures were easily identified, they 
suggested sign boundaries coinciding with those 
determined by applying our segmentation rules set, given 
again a tolerance of two frames. In a couple of instances 
where postures had to be postulated as described above, 
we had slightly larger differences between the two 
criteria. This does not come unexpected as we apply 
different weights on the different parameters constituting 
the sign. 

5. Segmenting High-Speed Video 
In order to determine how much our approach actually 
depends on the video’s frame rate and whether at a 
higher frame rate our approach would provide the same 
results as our procedures following Johnson & Liddell, 
we did another experimental recording with two 
cameras. One was a standard HD camera capturing at 
720p50 (spatial resolution of 1280x720, temporal 
resolution 50fps), the other one was a high-speed camera 
working at 1080p500 (spatial resolution of 1920x1080, 
temporal resolution 500fps7). Due to the physical size of 
the high-speed camera, camera viewpoints are 
substantially different. 
With 500 frames per second and correspondingly short 
exposure times, motion blur in signing no longer is an 
issue: All frame images are clear.8 
The signing recorded had a length of 23.4 seconds 
containing 47 tokens. 
The 50fps movie was separately annotated by three 
different annotators, two hearing and one Deaf native 
sign language user. For comparison, the 500fps movie 
was annotated by annotator A. In each case the annotator 
did not see the annotation done by the two others in 
order to avoid any influences.  
Regardless of the sign being performed one- or two-
handed, the segmentation concentrates on the dominant 
hand only (which is the right hand for this informant). 
Due to the fact that iLex, the transcription environment 
used in our projects, currently cannot cope with movies 
                                                             
7 Actually, the high-speed recording was done in stereo, but for 
the purpose of this paper, only the left channel was used. 
8 This is the reason why we could not compare segmenting the 
500fps video with segmenting a copy of that video down-
sampled to 50fps, as motion blur is an issue with regular 50fps 
recordings. 

with a temporal resolutions higher than 100fps, we had 
to convert the 500fps movie to slow motion. The 
disadvantage for the annotators is that they cannot watch 
the movie in real speed. 
In general, the 500fps did not change the picture. Unlike 
the move from 25fps to 50fps, the 500fps movies did not 
make the annotators’ job easier. In fact, they complained 
about the time needed to check infinitesimally small 
movements. 
In the rest of this section, we report on problem cases 
observed by the annotators. 
 
Defining the starting location (PL) of a sign turned out to 
be difficult in cases with a change in movement 
direction. This is often not a straight change of direction, 
but includes a slight curve or rotating movement. In 
these cases the tagging of the different annotators in the 
50fps clip varies: 

5.1 HOCHHAUS (high-rise building) 
Beginning of the sign (5 frames difference): 
After the end of the preceding sign the hand makes a 
downward movement, during which the HC of 
HOCHHAUS is established. Annotator B and C (with C 
one frame after B) tagged the beginning of the sign 
where the lowest point seems to be reached and the 
movement direction changes. However, the hand does 
not move straight down and up again but performs a 
small curve movement towards the body while changing 
movement direction. The definition of one frame as a PL 
is therefore mainly a theoretical assumption. 
Furthermore, this means that the FA (facing) is not fully 
established which violates the first segmentation rule. It 
seems, however, that a change in movement direction 
functions as a strong indicator for segmentation and 
might overrule FA (this was also reported for other 
occurrences).  
According to the tagging of annotator A, the sign begins 
five frames later. The annotator stated she felt not able to 
define a certain point of time in the movie as a PL and 
therefore set the cut when the hand started to move 
straight upwards and the FA was in place. However, 
when segmenting the 500fps movie her tag matched the 
tags of annotators B and C. She reported that in the 
500fps movie there were longer sequences where hardly 
any movement was visible (i.e. the movement is slower), 
while in the 50fps movie there were distinct changes 
from frame to frame that made it difficult to decide for 
one specific frame as a starting location.  
A further occurrence of HOCHHAUS was found in the 
data where the beginning of the sign is set less low in 
signing space which minimises the curve movement. The 
tagging of this token is almost the same for all annotators 
(one frame difference). 
 
End of the sign: 
During the upwards movement the HC changes in 
anticipation of the following sign. However, the exact 
end of the sign (i.e. the point of change for HC) is not 
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perceptible due to the fuzziness of the picture in the 
50fps movie. For the 500fps movie the camera per-
spective does not allow recognising the change of HC. 

 
Picture 1: Sign HOCHHAUS during upward movement 

(50fps movie) 

5.2 GLAS (glass) 
Beginning of the sign (2 frames difference): 
Similar to the example above the change of movement 
direction from upwards to downwards involves a small 
curve movement of the hand (including a temporary 
change of FA), which was tagged at the assumed peek of 
the movement change by annotator B. Annotator A set 
the tag border two frames later while annotator C’s tag is 
in the middle of the two others. Again, annotator A 
reported on difficulties defining a PL in the 50fps movie, 
but set a tag boundary matching annotator B’s tag when 
segmenting the 500fps movie. 
 
End of the sign:  
This was identically tagged by all annotators. 

 
Picture 2: Sign GLAS at the beginning of the sign 

(500fps movie) 
 
Our approach is not strictly bottom-up (i.e. data driven) 
as annotators use their knowledge about a sign type 
when deciding how to cut a certain token. In the 
following cases this led to differences in the 
segmentation (interestingly mainly between the Deaf and 
the hearing annotators): 

5.3 FREUND (friend) 
Beginning of the sign (4 frames difference): 
Annotator C felt that the sign begins when the hands are 
closed and segmented the token accordingly. The tags of 

annotator A and B start four frames earlier as the 
annotators identified a discontinuity in the transition 
from the previous sign to the hands’ contact in FREUND 
(confirmed by the 500fps movie). HC and FA are in 
place in about the middle of this movement (tag border) 
and the hand then moves straight down. Though only 
manual components were used to identify tag borders, it 
can be noted that the mouth pattern “freund” also begins 
before the hands’ contact (see picture). 
 
End of the sign:  
This was tagged identically by all annotators. (The sign 
type shows a movement of both hands together, however 
this token only shows a contact of the hands, ending with 
a release and immediate transition to the following sign.) 

 
Picture 3: Sign FREUND during the downwards 

movement (500fps movie) 

5.4 URLAUB (holiday) 
Beginning of the sign (4 frames difference): 
Annotator C tagged the beginning of sign where the 
thumb makes contact with the body (analogue to the type 
form description). According to the tagging of annotator 
A and B the sign starts 4 frames earlier: Again HC and 
FA are in place in the middle of the movement from the 
end of the previous sign to the moment of contact (tag 
border) and the hand then moves straight towards the 
body. While the 500fps movie does not seem to provide 
any extra hints on how to segment the sign, annotator A 
in this case decided not to tag the movement towards the 
body, as she felt the movement was much too long to be 
part of the sign. 
 
End of the sign (3 frames difference): 
While the type description states finger wiggling, the 
actual token shows a simple closure of the fingers 
(except index finger, presumably because of the follow-
ing sign “ME”). In the 50fps movie the tags for annotator 
A and B end at the same point of time, while annotator 
C’s tag is three frames longer, including those parts of 
the closing movement of the hand where the fingers are 
not yet bent. In the 500fps movie annotator A also 
includes part of this movement into the sign (see picture 
below). According to her, the movement looked 
smoother than in the 50fps movie and was therefore 
regarded as part of the sign. 
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Picture 4: Sign URLAUB, end of the tag (500fps movie) 

5.5 AUTOFAHREN (driving a car for a longer 
time) 
Beginning of the sign (3 frames difference): 
Annotator A and C tagged the beginning of the sign 
where the hands move away from the body. The tag from 
annotator B starts three frames earlier as it includes the 
preceding movement towards the body. (In the preceding 
sign the hand makes contact with the body. The hand 
then moves away from the body while forming the sign’s 
HC which is in place at the end of the movement path 
(tag border) and then moves back towards the body.) 
However, annotators A and C see the backward 
movement as a transitional movement as a car is 
typically (and certainly in the given context) moving 
forward and therefore the sign should start with a 
movement away from the body. Additionally, the 
forward movement seems to be more emphasised than 
the backward movements. (This holds for the assumed 
transition as well as the intra-sign movements.) The 
500fps movie does not provide any extra hints, as 
multiple minimal movements complicate the decision 
where to cut. 
 
End of the sign: 
This was tagged identically by all annotators. 

 
Picture 5: Sign AUTOFAHREN during forward 

movement (500fps movie) 

6. Conclusions 
The annotation of the experimental high-speed 
recordings gives interesting insights on reasons why 
annotators disagree. Often these are related to how they 
judge personal contextual variation. This means that we 
cannot expect better agreement by further sharpening the 

criteria for segmentation, but have to tolerate some 
variation if we mix bottom-up and top-down (here pre-
existing knowledge about the sign type’s prototypical 
movement) processing. If we are to ignore small 
variation in segmentation, this renders agreement 
measures such as kappa even more inappropriate for sign 
language tokenisation and lemmatisation.9 
Higher frame rates do reveal detail not visible in 50fps 
video, but do not lead to different segmentation in 
general. 
Interestingly, annotators report that identifying the end of 
a sign is easier than to identifying the beginning. While 
this is a point in favour of Johnston’s approach who just 
leaves out this step and thereby saves time in 
segmentation, the approach described here combines 
well with sub-sign phonetic encoding and will profit 
from automatic segmentation as introduced by Dicta-
Sign. 
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Abstract 

This paper describes some of the experiences the authors have had collecting continuous motion capture data on Finnish Sign 
Language in the motion capture laboratory of the Department of Music at the University of Jyväskylä, Finland. Monologue and 
dialogue data have been recorded with an eight-camera optical motion capture system by tracking, at a frame rate of 120 Hz, the 
three-dimensional locations of small ball-shaped reflective markers attached to the signer’s hands, arms, head, and torso. The main 
question from the point of view of data recording concerns marker placement, while the main themes discussed concerning data 
processing include gap-filling (i.e. the process of interpolating the information of missing frames on the basis of surrounding frames) 
and the importing of data into ELAN for subsequent segmentation (e.g. into signs and sentences). The paper will also demonstrate 
how the authors have analyzed the continuous motion capture data from the kinematic perspective.  
 
Keywords: motion capture, mocap, sign language, continuous signing, kinematic analysis 

 

1. Introduction 
The term motion capture (mocap) refers to the process in 
which a person’s bodily movements are recorded and 
transformed into a digital format for further processing 
and analysis. The recording is normally done with 
infrared cameras that track the three-dimensional 
locations of reflective markers attached to the different 
parts of the person’s body. The recording results in a 
numerical coordinate matrix that can be used as a source 
data for analysing the movements of the body and its 
parts from a kinematic perspective. Alternatively, the 
results of the recording can be used to build animated 
models of the moving person. 
 
In sign language research, mocap data is generally 
considered to be the most accurate type of data available 
for signal-wise oriented, i.e. phonetic research. However, 
limitations in the availability and accessibility of the 
necessary technology have probably caused the number 
of studies taking advantage of it to remain relatively low. 
Examples of early studies exploiting mocap data are 
Wilbur (1990) and Wilcox (1992), who investigated 
stressed sign production and the kinematics of 
fingerspelling, respectively. More recent examples 
include Tyrone et al. (2010) and Duarte and Gibet 
(2010a). Of these, the former focused on variation in the 
hands’ movements towards and away from the body, 
while the latter investigated variation in the kinematic 
characteristics of intersign transitions.  
 
The data of most mocap studies into sign language have 
consisted of only relatively small sets of isolated 
expressions such as single signs (Wilbur, 1990), short 
fingerspelled sequences (Wilcox, 1992), or (carrier) 
phrases (Tyrone et al., 2010). The collection and 
exploitation of continuous mocap data, i.e. durationally 

longer discourse-type data, has been marginal (cf. Duarte 
& Gibet, 2010a). This is probably due to the fact that 
recording, processing, and analysing such data is 
extremely time consuming. However, such an endeavour 
is often worth the effort, mainly because of the inherent 
multifunctionality of such data. Continuous mocap data 
can be used not only in traditional sign-related phonetic 
studies (for an overview, see Duarte & Gibet 2010b) but, 
when accompanied with video, also as (supporting) 
corpora in studies that investigate sign language from 
various other, e.g. syntactic and discourse, perspectives.  
 
The aim of this paper is to share some of the experiences 
the authors have had collecting continuous mocap data 
on Finnish Sign Language (FinSL) for the purpose of 
general phonetic and especially syntactic analysis. Our 
focus will be on issues that we consider to be crucial for 
the success of this type of mocap data collection, but 
which at the same time are also important for 
mocap-related work on sign languages in general. The 
topics covered include the issue of marker placement, the 
process of gap-filling, and the importation of mocap data 
into ELAN with video (Section 2). 1  We will also 
demonstrate how we performed kinematic analysis on 
our continuous mocap data (Section 3). 

2. Collecting Continuous Mocap Data on 
Finnish Sign Language 

We have been involved in collecting continuous mocap 
data on FinSL since the autumn of 2010. All the 
recordings have taken place in the motion capture 
laboratory of the Department of Music at the University 
of Jyväskylä, Finland. The laboratory hosts an 
eight-camera optical motion capture system (Qualisys 
ProReflex MCU120). The cameras have recorded the 

                                                             
1 http://www.lat-mpi.eu/tools/elan/ 
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Figure 1: ELAN screenshot showing annotated video and motion capture data (lengths of location vectors describing 
the movement of the head and torso of both signers) recorded in a dialogue situation. 

 
motion of the signer by tracking the three-dimensional 
locations of small ball-shaped reflective markers 
attached to the signer’s hands, arms, head, and torso (see 
Section 2.1). The frame rate of the cameras has been 120 
Hz, which is comparable to the frame rate of 100 Hz 
used in most modern sign language-related mocap work 
(e.g. Duarte & Gibet, 2010ab; Tyrone et al., 2010). 
 
In addition to the mocap cameras, the laboratory also has 
a set of digital video cameras that are synchronizable 
with the motion capture system. In the data collection, 
the video cameras have recorded the signer from 
different angles and provided crucial supporting material 
for the later process of segmenting the quantitative 
mocap data into identifiable and processable chunks (e.g. 
into signs and sentences). In our work – as also in the 
work of Duarte & Gibet (2010ab) – the segmentation 
process has been done in ELAN, into which both the 
mocap data and the video data have been imported (see 
Figure 1). In general, ELAN has been a valuable tool for 
combining and controlling data obtained from 
conceptually different sources, and it also includes 
functions that allow the researcher to do simple 
numerical analyses with the data (Crasborn & Sloetjes, 
2008). However, in our work, most of the actual analysis 
of the data has been done in Matlab using the MoCap 
Toolbox developed by Toiviainen & Burger (2011).2 
 
In the following, we discuss some of the key issues in the 
data collection process. The discussion is carried out 

                                                             
2 http://www.jyu.fi/music/coe/materials/mocaptoolbox/ 

within two main themes that correspond to the two main 
phases of mocap data gathering: data recording (2.1) and 
data processing (2.2). The discussion is illustrated with 
examples from the continuous mocap data collected both 
in monologue and dialogue situations.  

2.1 Data Recording 
One of the most important questions in mocap data 
recording concerns marker positions: where to attach the 
reflective markers, and why? The issue is important 
because the location of markers affects their visibility in 
the system: covered markers are not recorded. 
Furthermore, markers that are placed inappropriately 
might make it difficult for the signer to properly 
articulate signs. Marker positions are also important from 
the point of view of potential post-processing steps such 
as transforming the three-dimensional marker data into 
joint or segment representations (Toiviainen & Burger, 
2011: 43, 46). Such processes are needed if one wishes 
to investigate, for example, the motion of the centroid of 
a certain joint or the kinetic energy of body parts. 
 
Figure 2 shows the basic marker setup that we have used 
in our recordings. The total number of markers in the 
setup is twenty. The head has four markers at the level of 
the forehead; each arm and hand have seven markers in 
the main joint positions (the shoulder, elbow, ulnar and 
radial wrist joint, the most proximal joint of the index 
finger, and the tips of the index finger and thumb); and 
the upper torso has two markers, one in the middle of the 
chest (clavicle) and one on the back (C7).  
 

76



 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 2: The basic marker setup in our mocap data 
showing basic marker connections and marker numbers. 
 
The marker positions in our basic setup (Figure 2) have 
been decided so that the markers are maximally visible 
and identifiable to the system (our signers sit during the 
recording), and maximally processable (e.g. in data 
transformations), and so that they capture the main 
global movements of the hands, arms, upper torso, and 
head. The various local rotational movements of the 
wrist and index finger of both hands are also captured by 
the setup. The index finger has been preferred over other 
fingers because it is the finger that is most responsible 
for controlling and maintaining the rhythm and speed of 
signing (Ojala, 2011). The tip of the index finger has also 
been the reference point in other mocap-related studies 
(e.g. Wilbur, 1990; Wilcox, 1992). 
 
We have deliberately wanted to keep the number of 
markers attached to the hand and fingers low because 
markers attached to these locations can easily impede the 
proper articulation of signs. This negative effect has been 
documented even with our present setup, which includes 
only three markers on the hand and fingers. Our signers 
have reported that especially the articulation of signs 
involving contact of the index finger with the body has 
occasionally been unnatural. 
 
In comparison with other modern mocap studies, the 
total number of markers in our basic setup is relatively 
low: Tyrone et al. (2010) used thirty markers (7 on each 
arm, 7 on the head, and 9 on the torso) and Duarte & 
Gibet (2010b) – whose additional goal is to use the data 
to create animated signing figures, avatars – employed 
ninety-eight markers (43 facial markers, 43 body 
markers, and 12 hand markers, with 6 on each hand). 
The main difference between our basic setup and these 
other setups lies in the number of torso and head markers. 
In the recording of our dialogue data, we have 
experimented   with  adding  more  markers  precisely  in  

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: Our extended marker setup for dialogue (see 
Figure 1) showing the most important marker 

connections and marker numbers. 
 
these areas. An example of an extended marker setup in 
which the number of markers per signer is thirty-one is 
illustrated in Figure 3. 
 
In this extended setup (Figure 3), the number of markers 
has been increased by five on the facial area (both brows, 
both cheeks, and the chin) and by six on the lower torso 
area (abdomen, T10, and altogether 4 hip markers), the 
rest of the marker locations corresponding to those in the 
basic setup. The main advantage of this extended setup is 
that, while keeping the data comparable with those 
recorded with the basic setup, it also captures the rigid 
lower torso movements. Also the movements of the head 
are now captured in more detail.  
 
However, in general, the capturing of facial movements 
with the setup presented in Figure 3 proved not to be 
very succesful, as the facial markers did not remain 
visible to the system all the time. This was probably 
caused by the relatively small size of the reflective 
sticker tapes that we had to use on the face in place of 
the ball-shaped markers; the markers were easily covered 
by the hands articulating on the facial area. Also the 
markers attached to the lower torso area were not always 
picked up by the system. We suspect that this was caused 
by the fact that the signers were sitting during the 
recording and occasionally their shirts covered especially 
the hip markers. In the future, the obstruction of markers 
can be avoided by asking the signers to wear “mocap 
jackets” that are made from stiff fabric and thus keep the 
marker positions maximally visible. 
 
In general, our experience is that a higher number of 
markers does not automatically produce better data. 
However, the choice of the number of markers is 
ultimately dictated by the specific goals of the mocap 
recording (cf. animation in Duarte & Gibet, 2010b). For 
the purpose of collecting continuous mocap data on 
FinSL for general kinematic use, we have found that our 
basic marker setup (Figure 2) supplemented by abdomen 
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Figure 4: Three diagrams showing the original gaps in the 50 second-long monologue data. The top diagram illustrates 
the number of missing frames per marker; the middle diagram illustrates the number of missing markers per frame; and 

the bottom diagram illustrates for which frame(s) which markers were not recorded. 
 
and T10 markers (see Figure 3) is sufficient, both from 
the point of view of the movements that it captures and 
the processing it allows. 

2.2 Processing of the Data 

2.2.1. Gap-filling 
After the mocap data has been recorded, there are several 
essential steps that one has to take with it in order to 
make it into an analysable format. One important step is 
the process of gap-filling that takes place after the 
marker locations in the data have been assigned 
distinctive identities (i.e. the markers have been labelled). 
Gap-filling means searching for the empty frames that 
almost always occur during the recording and 
interpolating the missing data on the basis of the 
information in the surrounding frames. Normally this is a 
fairly automatic and reliable operation but it may also 
produce false results (e.g. when the gap is relatively long) 
which the researcher needs to take into account when 
assessing the validity of the results. 
 
Figure 4 shows the original gaps in the approximately 50 
second-long monologue data used in Section 3 to 
demonstrate how continuous mocap data in general can 
be used in kinematic analyses. The diagrams in the figure 
are the plots created from the output of the function 
mcfillgaps of the Matlab-based MoCap Toolbox used in 
the analysis of the data. The diagrams show that there 
have been slight problems in the visibility of markers 
attached to both thumbs (markers number 17 and 19 in 

the top diagram) and the one attached to the ulnar side of 
the wrist of the nondominant hand (number 12). More 
serious visibility problems have occurred with the 
nondominant hand index finger marker (number 18), 
especially immediately after the beginning of the 
recording and at the end of the recording (see the bottom 
diagram); at the beginning the first three frames were 
recorded (this cannot be seen from the bottom diagram 
of Figure 4 because of the scaling) but then there is a gap 
of about 1200 frames. The gap resulted from the fact that 
the hands and fingers were turned in such a way that the 
system could not see the markers. 
 
The gap-filling algorithm of the mcgapfill function is 
able to successfully interpolate the missing data for most 
gaps shown in Figure 4 because of their relatively short 
duration. However, the longer duration of the gap of the 
nondominant hand index finger marker (18) at the 
beginning  of the data cannot be handled properly by the 
default use of the gap-filling algorithm. This is 
demonstrated in Figure 5, which shows the locations and 
connections of the markers in frame number 1132 of the 
data. This frame occurs a few moments before the end 
(frame 1209) of the long initial gap of marker 18, i.e. just 
before the moment the nondominant hand starts to move 
up from the resting position towards the place of 
articulation of the FinSL sign WINTER. The linear 
interpolation of the gap between frames 3 and 1209 
results in a slow and regular rising of the nondominant 
hand index finger marker to reach the position in the 
upper torso area when the marker was detected again. In 
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order to overcome this problem, we used the maxfill 
parameter of the mcfillgaps function of the MoCap 
Toolbox. The parameter specifies the maximal length of 
gaps to be filled; longer gaps are not processed (see 
Toiviainen & Burger, 2011: 76). A more accurate though 
more time consuming way would be not to fill such gaps 
linearly, but to take the surrounding markers into account; 
in this case, the nondominant hand index finger marker 
would only start moving when the other hand/arm 
markers move and adapt its speed accordingly. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 5: Unsuccessful gap-filling process. 
 
As the gap-filling process alters the data and this can 
lead to undesired outcomes, it is sometimes tempting not 
to apply it to the data at all. However, in order to make 
continuous mocap data maximally analysable from the 
kinematic perspective, some gap-filling is normally 
required. The important thing is to check the outcome of 
the gap-filling process. The most convenient way that we 
have found to do this has been to create an animated 
stick figure model of the signer(s) on the basis of the 
processed data (cf. Figures 2, 3, and 5). These types of 
animations are easily constructed with the functions of 
the MoCap Toolbox. The animations also have other 
advantages. For example, our experience is that they are 
the easiest way to see whether marker identities are 
assigned correctly and markers are tracked properly, 
even before the gap-filling procedure. Particularly from 
the perspective of sign language-related mocap work, 
stick figure animations are also the best way to ensure 
that the recorded numerical data actually represents 
activity that is identifiable as signing, i.e. makes sense 
linguistically. 

2.2.2. Importing Mocap Data into ELAN 
In order to make the continuous mocap data usable for 
linguistic analyses, it needs to be imported with the video 
material into a data management program in which it can 
be segmented into more processable chunks. In our work, 
we have managed the data in ELAN. The process we  
 
 

have used in importing the data into ELAN involves 
several steps. As there are no standard guidelines for this 
type of work, we will now describe these steps. 
 
The first step is the cropping of the data. The mocap 
recording with our system results in a three-dimensional 
numerical coordinate matrix in .tsv format. With our 
basic setup of twenty markers, this matrix consists of 
sixty columns, i.e. three for each recorded marker (x, y, 
and z dimensions). However, ELAN (ver. 4.1.2) is able 
to process additional data files that include a maximum 
of twenty columns of numerical information (and of 
these at least one column must include timecodes). 
Consequently, in order to make the mocap data 
importable into ELAN, the data first needs to be cropped, 
i.e. unwanted or otherwise redundant marker columns 
need to be removed from the matrix. 
 
In our work, we did the cropping by opening the original 
(gap-filled) matrix in Matlab and copy-pasting the 
desired columns of marker coordinates onto an empty 
Excel spreadsheet. Before the columns are copied into 
Excel, their information can be further processed in 
Matlab with the MoCap Toolbox. An example of some 
simple processing that we have normally done for the 
data at this point is the calculation of velocity and 
acceleration vectors and their Euclidean Norms (i.e. 
magnitudes, or lengths) for the marker location data. 
When all the relevant columns are copied onto the Excel 
sheet, one gets a reduced yet also augmented version of 
the original data that can contain information, for 
example, on the three-dimensional locations of the tip of 
index finger and chest (C7) markers (3+3 columns) as 
well as on the velocity and acceleration of these markers 
in all three dimensions (2x(3+3) columns).  
 
The second step in the process of importing continuous 
mocap data into ELAN is the generation and addition of 
timecodes and frame numbers onto the Excel sheet 
containing the cropped (and usually augmented) data. In 
order for any additional data file to be processable in 
ELAN, it must include the timecode information in one 
column. Such information – or frame number 
information – is not automatically exported by our 
mocap system and we have used a specific JavaScript 
code to generate it. Once the incremental timecode and 
frame number information is generated for all the frames 
of the data, it is added into the first two columns of the 
Excel sheet. Note that because timecodes and frame 
numbers require two columns on the Excel sheet, the 
maximum number of mocap data columns that can be 
copied onto the sheet from Matlab is eighteen. 
 
After the Excel sheet containing timecodes, frame 
numbers and the relevant mocap data is completed, it is 
saved as a file in .csv format. This is the format ELAN 
uses to process additional data files. 
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The third and final step in getting the mocap data into 
ELAN is the actual data import process. First, the video 
recorded with the mocap data is imported; the video has 
been synchronised with the mocap data by our mocap 
recording system but we have found that minor editing 
(cropping) work with the video is still often required to 
make its length correspond to that of the mocap data. 
The primary video used in ELAN is added through the 
normal process of creating a new ELAN annotation file. 
Additional videos (as in Figure 1) may be imported 
through ELAN’s Linked Files function (the Linked 
Media Files tab), found in the Edit menu. 
 
The .csv data file created in Excel is also imported into 
ELAN through the Linked Files function (the Linked 
Secondary Files tab). Note that the number of files to be 
added is not limited to one. The twenty-column 
limitation of one file is thus compensated for here with 
the possibility of working with several twenty-column 
.csv files. 
 
After the addition of data file(s), the columns containing 
the numerical information in the file(s) need to be 
configured for ELAN. This is done by control clicking 
anywhere in ELAN’s Timeseries Viewer, which contains 
the (still empty) trackpanel(s) and, from the menu that 
appears, choosing the Configure Tracks option. This 
opens up a dialogue box that displays the maximum of 
twenty data columns included in the .csv file and several 
options of how they can be configured to be shown as 
tracks (i.e. linegraphs) in the trackpanels of ELAN’s 
main screen. In addition to specifying the data in 
columns, it is crucial to define the timecode column that 
ELAN uses to synchronise the data with video(s) and 
annotations.  
 
An example of the end result of the import procedure is 
presented in Figure 1. The figure also shows how the 
data has been segmented into signs by following the 
annotation layout of the “Corpus NGT” (Crasborn & 
Zwitserlood, 2008). The completed annotation makes it 
possible to use ELAN’s Extract Data function 
(accessible through control clicking the Timeseries 
Viewer) to automatically generate annotation cells 
corresponding to the durations of signs and to display the 
initial and final frame number of each sign in these cells 
on the basis of the information in the underlying .csv file. 
This frame number information is needed for successful 
analysis of specific signs and their sequences (e.g. 
sentences) in Matlab with the MoCap Toolbox. 

3. Analysing the Data 
Continuous mocap data can be used for a variety of 
purposes. The most straightforward use of the data is to 
exploit it to support the annotation of sign language 
corpora. The information concerning the motion of the 
hands visualised in ELAN has undeniable value for the 
segmentation of continuous signing into signs and other 
linguistic units. The changes in the direction of the 

movement of the hands and other articulators such as the 
head and torso, which often mark linguistic boundaries, 
can be hard to notice by looking only at the video, but 
they are easily detected by looking at the graphs 
representing the changes in the three-dimensional 
locations of the markers. 
 
However, the real value of the continuous mocap data 
lies in its use for the kinematic analysis of signing and 
the linguistic units contained in it (e.g. signs and 
sentences). In the following, we give examples of these 
types of analyses with one set of our monologue data. 
The data comprises a story lasting about 50 seconds in 
FinSL describing a wintertime cycling incident near 
Jyväskylä University. The data has been recorded with 
our basic marker setup with twenty markers.  

3.1 Analyses Based on Location Data 
In our ongoing work, we have used the 
three-dimensional marker location data to calculate the 
cumulative distances travelled by different markers 
during the production of different FinSL sentences (with 
the function mccumdist in the MoCap Toolbox; the 
focusing on these types of specific sequences in the 
continuous data has been enabled by the frame number 
information extracted in ELAN, see 2.2.2). Figure 6 
illustrates the result of such a calculation for one FinSL 
sentence. The markers involved in the calculation were 
the dominant hand index finger tip marker and the front 
right head marker. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 6: The cumulative distance travelled by the 
dominant hand (upper line in blue) and the head (lower 

line in green) in FinSL sentence ME HAVE-TO GO-TO 
UNIVERSITY ‘I had to go to the university’. The 

distance is measured in millimeters per frame. 
 
The diagram in Figure 6 shows that in the production of 
this particular sentence the tip of the index finger 
travelled a distance of about 1.5 meters. In the same 
amount of time, the distance travelled by the head was 
only about 0.2 meters. The difference is predictive for 
declarative FinSL sentences in general. 
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Figure 7: Velocity magnitude plot for the sequence of the first nine signs in the present monologue data. Velocity 
magnitude is measured in meters per second. 

 
 
More generally, we have also used the marker location 
data to study correlations between movements produced 
with different articulators. The correlations have been 
calculated on the basis of both the three-dimensional 
location data and the Norm data, representing the 
variation in the length of the location vectors of markers 
(cf. Figure 1). Table 1 summarises some results of this 
work for Norm data on the monologue used in the 
present study. The articulators investigated are the 
dominant hand (operationalized as the centroid of the 
dominant hand ulnar and radial wrist marker), the head 
(the centroid of head markers), and the upper torso (the 
centroid of clavicle and C7 marker). 
 

Articulators R Interpretation 
wrist-head 0.217 weak 
wrist-torso 0.520 strong 
head-torso 0.764 very strong 

 
Table 1: Correlations in the motion of three articulators 

in the monologue Norm data. 
 
The results show that the motion of the hand follows the 
motion of the upper torso (correlation co-efficient=0.520) 
but not that of the head (0.217). The motion of the head 
closely follows the motion of the upper torso (0.764). 
The interplay of the articulators is largely explained by 
the anatomy and physiology of the human body. 

3.2 Analyses of Velocity and Acceleration 
We have also used our continuous mocap data to 
investigate the velocity and acceleration characteristics 
of signs and sentences. For this purpose, we have applied 
especially the Euclidean Norms of velocity and 
acceleration vectors calculated on the basis of the 
three-dimensional marker data (with MoCap Toolbox 
functions mctimeder and mcnorm). Some results of this 
investigation are shown in Figure 7, which presents the 
magnitude of the velocity (i.e. speed) of the index finger  
 

 
tip marker as a function of time during the first nine 
signs of the present data. 
 
Figure 7 shows that the speed of the tip of the dominant 
hand index finger marker varies considerably in 
continuous signing. In general, moments of slowest 
speed in the plot are identified fairly accurately with the 
borders of sign strokes (Kita et al., 1998). The moments 
of highest speed, on the other hand, associate either with 
the middle phases of strokes or with transitions. 

3.3 Analysis of Rhythm 
Examples of more complex analyses with the continuous 
mocap data include analyses of the inherent rhythm of 
the motion of different articulators. In our work, we have 
focused especially on the rhythm of head movements in 
FinSL sentences. In our investigation of this 
phenomenon, we have defined the notion of rhythm as 
regularity and predictability in motion. From this 
perspective, we have used autocorrelation to study the 
periodicity and aperiodicity of head movements (with the 
mcperiod function in the MoCap Toolbox). The three 
diagrams in Figure 8 show some of the results of this 
investigation. 
 
In Figure 8, the diagram of two consecutive transitive 
clauses illustrates how in these types of clauses the head 
normally moves from side to side in a fairly periodic 
manner with relatively low amplitude. This class of 
side-to-side head movements contrasts with those 
typically found in FinSL topic-comment structures 
(Jantunen, 2008) and in negative expressions. In 
topic-comment structures, the head movement is 
aperiodic, the break in the regularity of rhythm being 
caused by the tendency to keep the topic prosodically 
detached from the following comment. In negative 
expressions the movement of the head is again periodic. 
However, in comparison to prototypical transitive 
clauses, the amplitude of the side-to-side head 
movements in negative expressions is higher. 
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Figure 8: Descriptors of the autocorrelation function illustrating the periodicity of sideways head movement in three 
types of prototypical FinSL sentences. 

 

4. Conclusion 
This paper has described our experiences in collecting 
continuous mocap data on FinSL. The description has 
focused on several key issues in mocap data recording 
(marker placement), processing (gap-filling, importing 
data into ELAN) and analysis (the kinematic analysis of 
signs and sentences) and shown that mocap data 
collection is a complex process involving several steps 
and requiring expertise in different scientific fields. In 
the future, we would like to see more researchers collect 
more continuous mocap data and use it in sign language 
studies on all aspects of linguistics. Our own plans for 
the future include continuing both our data collection and 
the analyses demonstrated in the paper. We will also 
examine the possibility of adding our continuous mocap 
data to the FinSL corpus, preparations for which are 
currently being made.  
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Abstract 

In this paper, we present a survey of existing Russian sign language electronic and printed resources and dictionaries. The problem 
of differences in dialects of Russian sign language used in various local communities of Russia and some other CIS countries is 
discussed in the paper. Also the first version of a computer system for synthesis of elements of Russian sign language (signed 
Russian and fingerspelling) is presented in the given paper. It is a universal multi-modal synthesizer both for Russian spoken 
language and signed Russian that is based on a model of animated 3D signing avatar. The proposed system inputs data in the text 
form and converts them into the audio-visual modality, synchronizing visual manual gestures and articulation with audio speech 
signal. Generated audio-visual signed Russian speech and spoken language is a fusion of dynamic gestures shown by the avatar’s 
both hands, lip movements articulating words and auditory speech, so the multimodal output is available both for the deaf and 
hearing-able people. 
 
Keywords: Russian sign language, Russian signed speech, fingerspelling, sign language resources, computer synthesizer 

 

1. Introduction 
At present, sign languages are national languages of 
human-to-human communication in the USA, Finland, 
Czech Republic, etc. In the Russian Federation, official 
status of the sign language is lower and it is not a 
national communication means yet.  
One of the major problems connected with the Russian 
sign language (RSL), which is regularly used by 1.5-2 
million deaf people both in Russia and in some CIS 
countries (Ukraine, Belarus, Kazakhstan, etc.), consists 
in geographical vast of the country and existence of 
various dialects of RSL, for example, in Moscow, St. 
Petersburg, Novosibirsk, Vladivostok, Minsk, etc. 
Differences in dialects originate from a history of earliest 
schools for the deaf: the first one was organized in 
Pavlovsk near St. Petersburg in early XIX century (it still 
works) with teachers from France, and the first school in 
Moscow was opened much later and teachers were from 
Germany.  
It is clear that differences in various versions of the sign 
language cause high ambiguities for translation and 
interpretation. An expert analysis shows that less than 
half of signs for the same words are similar in different 
dialects of RSL, these are simple manual gestures 
showing real objects in the field of vision (for example, 
“I”, “YOU”, “HEAD”, “NOSE”, etc.), however, most of 
abstract concepts highly depend on practice and 
traditions of local communities. 

2. Russian Sign Language Resources 
There exist several multimedia electronic dictionaries of 
RSL (some of them are available on-line and the rest are 
distributed by media):  

1) “Thematic dictionary of the Russian sign language” 
developed by the Moscow organization of 
All-Russian society of the deaf in 2006 
(www.deafmos.ru/info.phtml?c=24&id=1059), it 
has above 3K commonly used gestures on 4 DVDs, 

several human demonstrators are presented 
(Figure 1a). 

2) “Russian Sign Language Explanatory Dictionary 
RuSLED” has over 2.5K gestures with etymology 
of the signs (Voskresenskiy, Gulenko & Khakhalin, 
2009) and contains video data recorded in 2002 by 
the Inter-regional Rehabilitation Center for deaf 
people in Pavlovsk (Figure 1b). 

3) Electronic learning system “Russian sign language. 
Basic course” (http://istina.inion.ru/NIOT/rgy.htm) 
created by the “Truth Center” in Moscow in 2001, 
it has up to 2K gestures (Figure 1c). 

4) Interactive on-line dictionary DigitGestus 
(www.digitgestus.com) was collected in the 
Novosibirsk region in the late 90s. 

5) New database recorded by the Novosibirsk State 
Technical University in 2010-2011 with above 
3.2K signs (Grif et al., 2011a). It has a good quality 
of video data and one demonstrator (Figure 1d). 

6) On-line RSL dictionary of the European project 
“Spreadthesign” (www.spreadthesign.com/ru) for 
15 different sign languages of the world, it includes 
over 4.5K gestures of RSL (Figure 1e). 

7) On-line RSL dictionary collected by the Stanford 
University (www.stanford.edu/dept/lc/rsl/). It has 
some hundreds of signs recorded in the USA. 

8) On-line dictionary “Surdoserver” 
(http://surdoserver.ru), it has the same video data as 
in (3) plus an additional dictionary on Information 
Technology topic, it also has a version for mobile 
devices.  

9) On-line dictionary “Surdoportal” 
(http://vorb.ru/ps/) has a small-sized dictionary for 
several technical topics.  

Among the printed illustrated dictionaries of RSL, the 
following ones should be mentioned: books authored by 
Geilman (1979; 2001) from St. Petersburg (see Figure 
1f), written by Zaitseva (2000), Fradkina (2001) from 
Moscow and by Dimskis (2002) from Minsk, etc. 
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(a)                          (b)                             (c)                           (d)                            (e)                              (f) 

 
Figure 1: Variety of signs for the word “ONE” (digit) in different dictionaries of RSL 

 
These electronic and printed dictionaries represent 
lexicon of RSL and illustrate differences in RSL dialects. 
An expert analysis of these electronic and printed 
dictionaries shows that only 30-40% gestures are similar 
in the Moscow and Petersburg dialects, though in some 
cases gestures can be understood, the same situation in 
other regions as well. Even in the Moscow region there 
are some RSL sub-versions in local communities and 
dictionaries are not unified and normalized, for example, 
the sign shown in Figure 1c (Figure presents various 
realizations of signs for the word “ONE”) taken from the 
electronic system “Russian sign language. Basic course”, 
created under support of the All-Russian society of the 
deaf in Moscow, differs from the sign for this word from 
other dictionaries originated from the Moscow region. 
So, it is not possible to say about one normalized RSL 
and unified automatic system for RSL analysis and 
synthesis.  
Grammatical structure of RSL is not sufficiently studied 
and formalized yet to say on fully automatic text-to-sign 
language translation. Last years, some studies on 
structure of RSL grammar are made by linguists in the 
Moscow State University (Kibrik & Prozorova, 2007; 
Prozorova, 2009), in the Novosibirsk State Technical 
University (Grif  & Demyanenko, 2011b), as well as by 
some other researchers working inside and outside of 
Russia (Voskresenskiy, Gulenko & Khakhalin, 2009; 
Kimmelman, 2009a; Kimmelman, 2009b; Mjasoedova & 
Filippovich, 2010). Unfortunately, the current scientific 
level and essential differences in semantic-syntactic 
structure of written/spoken and sign languages do not 
allow to perform machine translation from Russian texts 
to Russian sign language and there are no any models for 
automatic translation yet. In order to create such a model, 
it is required to use “deep” semantic, pragmatic and 
situational analysis and parsing of written phrases, 
however, at present there exist only superficial semantic 
analyzers  because of imperfection of algorithms, 
databases and ontology for Russian and general 
complexity in grammatical and morphological structure 
of the language.  
Our main goal is to develop a computer sign language 
synthesis system for the St. Petersburg version of RSL. 

At the given stage of the research we have developed a 
model for computer synthesis of signed Russian and 
fingerspelling, where input text processing is much 
easier. 

3. Computer Synthesizer 
There is quite large community aiming at computer 
processing of sign languages in Europe organized around 
several European projects. However, there is a lack of 
computer systems for RSL processing including sign 
language analysis and synthesis. Some models for signed 
Russian synthesis have been developed in Novosibirsk 
(www.vesti.ru/doc.html?id=358385&p=35&cid=1) and 
in Minsk (http://ont.by/news/our_news/0062482). Both 
are based on compilation of video fragments for whole 
phrases from pre-recorded video databases with one 
human demonstrator. However, an essential 
disadvantage of such systems is that produced video 
stream cannot show continuous signing and it is only 
isolated signs synthesis, because all the lexicon items are 
video fragments, where a demonstrator shows each sign 
independently from other signs and every gesture starts 
and ends with a neutral position of the hands (usually 
both hands are in an initial position below the belt). In 
the case of real continuous signing people do not go 
through this initial position after each gesture, but only in 
the beginning and the end of the whole phrase. So, video 
dictionaries cannot serve as the basis for construction of 
continuous sign language and signed speech synthesizers 
for human-computer interaction. 
Therefore, animated characters or virtual humans 
(avatars) are more adequate for this task. A database of 
animated 3D gestures allows compiling phrases in a sign 
language in the continuous manner keeping smooth 
transitions from sign to sign.  
Since 2009, SPIIRAS Institute and the University of 
West Bohemia have been developing a multimodal 
text-to-sign language system for RSL. It is originally 
based on a 3D signing avatar for signed Czech speech 
and language (Krňoul et al., 2008), parameters of which 
and hand movements are controlled by the codes of 
Hamburg Notation System (Prillwitz et al., 1989; Hanke, 
2004). The proposed system inputs data in the text form 
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and converts them into the audio-visual modality, 
combining visual manual gestures and articulation with 
audio-visual speech, so the multimodal output is 
available both for deaf and hearing-able people. The 
main software components of the multimodal system are:  

1) Text processing module that inputs and processes 
text phases and generates word labels, phonemic 
and visemic transcriptions, as well as a stream of 
inner codes of hands movements from the 
dictionary. 

2) Text-to-speech system for spoken Russian that 
generates auditory speech signal corresponding to 
the text (Hoffmann et al., 2007).  

3) Virtual 3D model of human’s head with controlled 
lips articulation, mimics and facial expressions 
(Zelezny et al., 2006).  

4) Bimodal audio-visual “talking head” that integrates 
the speech synthesizer and the virtual head model 
and synchronizes lip movements with synthesized 
auditory speech signal taking into account natural 
asynchrony between audio and visual speech 
modalities (Karpov et al., 2009).  

5) Virtual 3D model of human’s upper body (Kanis & 
Krňoul, 2008) with both hands, movements of 
which are controlled by the codes of HamNoSys 
notation. 

6) Multimodal computer synthesizer that synchronizes 
and integrates all the components for automatic 
generation of auditory speech, visual speech 
(articulation) and manual gestures of signed speech 
and language. 

Figure 2 shows general architecture of the multimodal 
system, its main components and interaction between 
them. In the proposed system, synchronization of 
audio-visual speech with manual signs is controlled 
using time stamps of start and end of spoken words 
generated by the auditory speech synthesizer. Since 
natural speech has a higher tempo than the corresponding 
manual gestures, then the signing avatar speaks and 
articulates isolated spoken words and the system waits 
for the following acoustic word until completion of the 
current gesticulation (if no any sign for a word in the 

system’s dictionary it is spelled as a sequence of finger 
sings by the avatar’s right hand). By this way continuous 
gesticulation of the whole phase is provided.  
The sign language synthesizer based on high-quality 
virtual 3D avatars has a lot of merits: 
• It allows a user to see generated visual data from 

different sides and viewing angles that leads to 
better understanding of spatial information, for 
example distance between the hands and the body 
or hands each from other. 

• It is possible to add new items into the dictionary 
quite easily; it is an animated virtual human, so 
there is no requirement to record one human 
demonstrator in the same dress, haircut and 
make-up with similar lighting conditions and 
equipment. 

• It can produce a continuous stream of visual 
gestures without transitions through a neutral 
position of hands and there are no seen borders 
between adjacent signs. 

• It is possible to change one virtual avatar to another 
one and to create new models of human beings. 

• It is able to show synthesized signed phrases on a 
screen with any required speed, slowing down or 
speeding up the visual stream. 

The multimodal system is aimed not only for deaf, 
deaf-mute and hearing impaired people, but is useful for 
hearing people as well. It is a universal multimodal 
computer system for synthesis both Russian spoken 
language (audio-visual modality) and the sign language 
(visual modality). Generated audio-visual signed Russian 
speech and language is a fusion of dynamic gestures 
shown by the avatar’s both hands (or only by the right 
hand in the case of Russian fingerspelling), lip 
movements articulating spoken words and acoustic 
speech. Many deaf people are able to read speech by lips 
and to understand phrases even without manual gestures. 
Acoustic spoken language is a natural speech modality 
for communication with hearing-able people. Avatar’s 
lips articulation synchronized with audio stream helps to 
improve both intelligibility and naturalness of generated 

speech.

 
 

 
 
 

 
 
 
 
 
 
 
 
Figure 2: Architecture of the multimodal synthesizer for audio-visual spoken language and signed Russian
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4. Conclusions 
We presented the survey of RSL resources and the first 
version of the text-to-sign synthesizer for signed Russian 
and fingerspelling. It is the universal multimodal system 
for synthesis of Russian spoken language (audio-visual 
modality) and signed Russian (visual modality) aimed 
both for the deaf and hearing-able people. 
Demonstrations of the multimodal synthesis system for 
Russian fingerspelling and elements of RSL are available 
on-line: www.spiiras.nw.ru/speech/demo/daktilrus.avi 
and www.spiiras.nw.ru/speech/demo/signlang.avi. 
Qualitative user evaluation of the system was made in 
the end of 2011 with the help of some representatives of 
the All-Russian society of the deaf in St. Petersburg. 
They said on novelty and urgency of the system and 
positively estimated intelligibility and naturalness of lips 
articulation of the talking head and recognizability of 
manual gestures of the virtual avatar. At the same time 
they expressed some requirements for the future work, 
i.e. to use lexical items of RSL from the books and 
dictionaries (i.e., prepared by Gejlman) created in St. 
Petersburg region only and to enforce further research on 
text-to-sign language machine translation. 
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Abstract  

Using a database with type entries that are linked to token tags in transcripts has the advantage that consistency in lemmatising is not 
depending on ID-glosses. In iLex types are organised in different levels. The type hierarchy allows for analysing form, iconic value, 
and conventionalised meanings of a sign (sub-types). Tokens can be linked either to types or sub-types. 
We expanded this structure for modelling sign inflection and modification as well as phonological variation. Differences between 
token and type form are grouped by features, called qualifiers, and specified by feature values (vocabularies). Built-in qualifiers 
allow for spotting the form difference when lemmatising. This facilitates lemma revision and helps to get a clear picture of how 
inflection, modification, or phonological variation is distributed among lexical signs. This is also a strong indicator for further POS 
tagging. In the long term this approach will extend the lexical database from citation-form closer to  full-form. 
The paper will explain the type hierarchy and introduce the qualifiers used up-to-date. Further on the handling and how the data are 
displayed will be illustrated. As we report work in progress in the context of the DGS corpus project, the modelling is far from 
complete. 
 
Keywords: lemmatisation, type hierarchy, citation form modification, variation, qualifiers, full-form lexical database 
 

1. Background 
The aim of pre-processing language data in corpus 
linguistics is lemmatisation. Counting and sorting of 
words or word forms, part-of-speech tagging, further 
annotation and analysis rely on machine-readable, 
lemmatised corpora. Reliability as one of the quality 
criteria of empirical science depends on how 
consistently tokens are matched to lexical types. 
Whereas written texts of languages with a written 
tradition are pre-processed more or less automatically, 
spoken texts have to be written down beforehand. To 
build a corpus in an oral language with no written 
tradition, one has to choose an appropriate writing and/or 
notation system. This is the case for sign languages that 
have no written tradition. Phonographic notation systems 
such as HamNoSys or SignWriting were developed to 
write down the form of a sign and are part of a 
transcription system. But as the International Phonetic 
Alphabet (IPA) in spoken languages, inventory and 
conventions of notation systems are not helpful for 
lemmatising. Therefore a coding system in the sense of 
Hulst & Channon (2010) is needed that allows for 
computerized sorting, counting and comparing of signs.  
For coding tokens of sign types, glossing is the most 
widespread practice. Glosses are written words from the 
surrounding spoken language or from the researcher’s 
language. Their meaning usually covers one of the 
lexical meanings of the sign. They are ”relatively crude 
and simplistic“ translations (Johnston, 2009: 91). 
However, a gloss neither represents the contextual 
meaning of a sign nor does it give any information about 
the sign form. There are two main reasons why glosses 
made their way in sign language linguistics: First, 
glosses are a mnemonic aid. For those having some 

knowledge of the respective sign language, glosses can 
be used as a hint to recall the sign. Second, with glosses 
one can communicate with ease about signs. Using 
glosses for literal or free translation is misleading. In 
corpus linguistics we are likely to deal with thousands of 
signs and sign variants so that the first reason is bound to 
fail as “it is often very difficult to know with certainty 
which sign form is actually being referred to by a 
particular gloss” (Johnston, 2009: 91). The only way to 
achieve consistent token-type matching is to use glosses 
as ID-glosses, as unique identifiers of a sign (Johnston, 
2010a). This means that glosses function as if they were 
identifiers. Working with annotation tools like ELAN1, 
where tags are not linked to a lexical database, this 
seems the only way to build reliable lemmatised corpora. 
The reason why we developed iLex (Hanke, 2002; 
Hanke & Storz 2008), an integrated lexical database for 
sign languages, is to handle large numbers of lexical 
types and their tokens in a consistent way. Glosses are 
helpful to represent sign types in the two ways 
mentioned above, but they are not used as identifiers in 
iLex. They are one value of a lexical entry amongst 
others as e.g. the citation form, written in HamNoSys. 
The identifier of each entry is a numeric code created by 
the database itself that guarantees its uniqueness and 
allows for restrictions such as one cannot create a new 
type entry with an already existing gloss string. In 
combination with token tiers that only allow for tags 
whose value is a type ID, the software supports the 
transcriber in being consistent. This support is essential 
in a multi-user environment, especially for quality 
assurance. Lemmatisation does not rely on glosses as 
                                                             
1  EUDICO Linguistic Annotator; latest version and 
documentation are online available at: 
http://www.lat-mpi.eu/tools/elan/. 
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free text annotations, but is executed by linking tokens to 
type entries in a unique way.2 

2. Data base approach and type 
hierarchy 

With no comprehensive dictionary or lexical resource at 
hand, token-type matching is hard to achieve. As a 
bottom-up approach in transcribing each token form is 
far from realistic, the only way out is to build up a 
lexical database in parallel to segmenting and 
lemmatising signed utterances. This means that the 
transcriber constantly has to switch between top-down 
driven type matching and bottom-up driven adding new 
type entries (Konrad & Langer, 2009; König et al. 2010).  
In spoken languages, lexemes are conventionalised 
form-meaning pairs. Instantiations (tokens) of lexemes 
can have different forms according to a limited set of 
inflected forms. Applying this lexicological and 
morphological model to sign languages, one has to deal 
with two issues:  

1. Due to its iconic aspects a sign can cover a far 
wider range of meanings than words. It can be 
combined with different mouthings to express 
meanings that are not necessarily semantically 
related. Leaving aside metaphorical use and 
homophone calques3, usually all these meanings 
are related to the same underlying image. In 
König et al. (2008) we refer to this process of 
productively combining signs and mouthings as 
the “iconic-combinatorial procedure”.  

2. Until now, no complete descriptive grammar of 
any sign language exists. It is an open question 
whether one can define complete form 
paradigms for different sign classes. It is one of 
the research directions in sign language corpus 
linguistics to validate assumptions on 
part-of-speech classification and e.g. verb 
modification.4 

2.1 Type hierarchy: types and sub-types 
(double glossing) 

Our approach to face the first issue was to take the 
iconicity of signs into account. Identifying lexemes by 
comparing token forms and meanings following the rule 
“same form (paradigm), same (lexical) meaning ➞ same 
lexeme” does not fit the needs of sign languages. In 
many cases this would result in mapping the spoken 
language lexicon onto the sign lexicon. In changing the 
rule into “same form, same iconic value (+ same image 
                                                             
2 Cf. Johnston’s “note on the use of an integrated lexical 
database with ELAN” (Johnston 2011: 16-17). 
3 The DGS sign for ‘Enkel’ (grandchild) is the same as 
for ‘Engel’ (angel) because of the similarity of sound in 
spoken German. The mouthing of the German words is 
the same. This phenomenon is not restricted to DGS, e.g. 
in ASL you will find HUNGRY/HUNGARY. 
4  Cf. Johnston’s (2010b: 141) findings on spatial 
modification of verbs in Auslan that support Liddell’s 
(2003) analysis of indicating and depicting verbs in ASL. 

producing technique5) ➞ same lexeme”, things look quite 
different. In accord with Ebbinghaus & Hessmann, their 
assumption that signs and words (perceptible as 
mouthings) contextualise each other mutually and their 
postulation that “[i]nformation about regular collocations 
with nonmanually produced units should be part of the 
lexicographic description of the manual lexicon of a sign 
language” (Ebbinghaus & Hessmann 2001: 134), we 
distinguish between conventional and productive 
sign-mouthing combinations. This procedure is 
operationalised by double glossing6 and implemented as 
a type hierarchy in iLex. Type entries in the table “types” 
are linked to the table “levels” which defines type 
dependencies, and what kind of type information can be 
added. Level-3 types (in the following called types) can 
be parents of several level-1 types (children; in the 
following called sub-types). Sub-types cannot be created 
without a reference to a type (parent). Sub-types are 
conventionalised sign-mouthing combination with a 
lexicalised meaning. In most cases the meaning 
corresponds to the meaning of the mouthed word. 7 
Sub-types can only be subsumed to types if they share 
the same underlying image and the same citation form. 
This information is stored in the type entry and is valid 
for all sub-types. Meaning is not entered in the type, but 
in the sub-type entry. In contrast to so-called productive 
signs created on the spot, corresponding to 
“partly-lexical signs”, each type, corresponding to 
“full-lexical signs” (Johnston 2010a) must have at least 
one lexical meaning, so that each type has to be parent of 
at least one sub-type. If the form of a token can be 
identified as an instantiation of the type’s citation form, 
and if the iconic value of the type is valid for its use in 
context, but the contextual meaning of the token does not 
correspond to the lexical meaning of a sub-type, this 
token will be matched directly to the type. In many cases 
such tokens are productive sign-mouthing combinations 
covering a wide range of meanings. Matching tokens 
either to types or sub-types helps to sort “regular 
collocations with nonmanually produced units” from 
occasional collocations. Grouping subtypes into types 
allows for identifying different conventionalised 
readings of a sign (polyseme 8 ) and prevents from 
mapping the spoken lexicon into the sign lexicon. 
 
                                                             
5 See Langer (2005) for a detailed description, König et 
al. (2008) for a short version. 
6  See Konrad (2011b: 145-155) for an extensive 
discussion; see also König et al. (2008), König et al. 
(2010). 
7  It happens that tokens are articulated without the 
corresponding mouthing. If the contextual meaning of 
the sign fits to the lexical meaning, this token will also 
be matched to the sub-type. 
8 Note that on the one hand in sign language we have to 
deal with far-reaching lexical ambiguity which is more 
context sensitive than in spoken languages, on the other 
hand iconicity is a valid criterion to group related 
meanings and distinguish lexemes (s. König et al. 2008), 
which is not applicable to spoken language. 
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Figure 1: Type hierarchy, type information and token information 
 

2.2 Type hierarchy and qualified types 
The second issue regards the signs’ potential for 
variation and modification in context. Differences 
between token form and citation form can either indicate 
variation that will be assigned to the phonological level 
or morphosyntactic patterns. When matching tokens to 
types, the transcriber has to compare token form and type 
citation form. Instead of deferring the documentation of 
token form differences to a second annotation pass 
(Johnston, 2010a: 116-117) where these differences are 
annotated in several tiers (orientation, citation 
modification, or variation tier) 9 , we annotate this 
information to the token tag in the process of 
lemmatisation. These annotations are one of the main 
criteria to check whether the token-type matching is 
correct during the process of lemma revision. As in iLex 

                                                             
9 Cf. Johnston 2011: 53-70: “Secondary processing”. 

tokens are linked to a type, all tokens of a type can be 
listed and sorted by token information such as form 
difference.10  
Since 2009 we are modifying the type hierarchy in iLex 
in order to group different form features. Each type and 
sub-type can have several qualified types. Qualified 
types11 are combinations of types with qualifiers. These 
qualifiers are form features that can have several feature 
values (see below). Instead of annotating the form 
difference to tokens, the transcriber can refer a token to 
an existing qualified type. This makes lemma revision 
easier because the tokens of one type are not only 
pre-sorted by conventional and productive use of signs 
but also by form features. Figure 2 shows the expanded 
type hierarchy, in figure 3 the structure is exemplified by 
parts of the subtree belonging to the type glossed DA1 
(there).  

                                                             
10 The process of lemma revision in iLex is described in 
Konrad (2011a pp. 93-96); see also König et al. (2010 
and Konrad & Langer (2009). 
11 In the following all what is said about qualified types 
is also valid for qualified sub-types. 

Figure 2: Expanded type hierarchy with qualified types 

89



 
Figure 3: Expanded type hierarchy with example 

 
In the following, the inventory of qualifiers and the 
handling in iLex will be described. 

3. Inventory of qualifiers and feature 
values 

As we report on work in progress, the qualifier list and 
the corresponding feature values are far from complete. 
Until now they cover some morphological patterns like 
inflection (location, direction, source and goal), where 
the form-function relation is known. Other form features 
like “phases” of movement (i.e. different kinds of 
repetition) are yet deliberately unspecified for a certain 
function. At the end of the lemmatisation process the 
distribution and frequency of these features over types 
and sub-types, in combination with context information, 
will show what phonological, morphological, and syn-
tactic change each sign can undergo. The instantiations 
of qualifiers are a strong indicator for part-of-speech 
tagging. In addition, they will allow us to move from a 
citation-form lexical database closer to full-form. 
The following table lists the qualifiers that are already 
used in iLex to specify a type or a sub-type. For most of 
the qualifiers feature values are pre-defined and 
implemented as vocabularies. The aim of these values is 
to get a coarser division of token form characteristics 
than it would be by transcribing the token form, e.g. 
using HamNoSys. Closed vocabularies also have values 
for tokens that need to be discussed (unclear) or that are 
candidates for a new feature value to be added (leftover). 
When creating a new qualified type the qualifier code is 
added automatically to the type/sub-type gloss. This 
telling gloss suffix makes it easy to understand the 
modification of the sign form (see explanation to figure 5 

below). In general, the form of a qualified type, like the 
citation form of the type, is transcribed in HamNoSys. 
For some qualifiers this HamNoSys string can also be 
adapted automatically. To code tokens that show more 
than one form feature qualifiers can be combined so that 
the vocabularies can be kept concise (see below table 1, 
figure 4, and 5). 
Except head shaking 12 , all features refer to manual 
parameters. Feature values of number of hands include 
one- and two-handed and should only be used for 
symmetrical signs. Two-handed symmetrical signs are 
further qualified by movement (reversed, anti-cyclic). 
The modification of the citation form by adding the 
nondominant hand so that a one-handed sign becomes an 
asymmetrical two-handed sign, or dropping the 
nondominant hand of an asymmetrical sign is divided 
into four qualifiers: hold and hold resume to identify 
sequences where the nondominant hand is part of a 
previous sign, continued to indicate that starting from a 
simultaneous sign construction the articulation of the 
sign of the nondominant hand is stretched over two or 
more signs in the dominant hand, and base when the 
nondominant hand is added (weak prop) and its iconic 
value can be analysed as a substitutive or manipulative 
image producing technique (see Langer 2005; König et 
al. 2008). Therefore, several feature values are provided 
for the basic and frequently used handshapes B-hand, 

                                                             
12 This qualifier is used when the meaning of a sign is 
negated only by headshaking. The negation is limited to 
the sign and does not affect the whole phrase. It is not 
used when the negation is expressed by a manual form 
feature like alpha negation. In these cases headshake is 
additional and will be annotated in the gesture tier. 
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C-hand, and fist. In contrast, weak hand drop is coded by 
“'bas:none”. 
Spatial modification is divided into movement and 
location. Location in turn is grouped into the use of a real 
location of a referent or an action (qualifier location 
horizontal, sagittal, vertical) and the metaphorical 

location e.g. when the signing space is used to contrast 
two topics and therefore signs are located either on the 
left or on the right side (Johnston, 1991: 10-11). The text 
structuring and pragmatic function of location will be 
coded separately (qualifier location text structure 
horizontal, sagittal, vertical).13  

                                                             
13 Of course, metaphorical use of location to express 
temporal aspects like locating signs on a horizontal, 
vertical, or sagittal time line will also be covered by a 
separate location qualifier. 

Table 1: Inventory of qualifiers 
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Real location is coded by three features following the 
three dimensions in space. Location horizontal has five 
values (head, throat, upper chest, chest, belly), location 
vertical has also five values (left, diagonal left, front, 
diagonal right, right), and location sagittal has three 
values (close, near, far). These values can be added using 
a diagram that displays the spatial relations. In the same 
way the features for the text structuring use of location 
follow the three dimensions, but their vocabularies are 
smaller (high and low for the horizontal plane, left and 
right for the vertical plane, and front and back for the 
sagittal plane). Another qualifier helps to code all tokens 
that were modified by a specific body location (location 
on body). Due to anatomical facts and the more or less 
specific use of body parts the corresponding feature list 
can be quite large and is implemented as an open 
vocabulary. 
For movement modification, following the well-known 
inflection of directional verbs, the qualifiers source and 
goal are used. Each of them are coded by two features 
with respect to the horizontal and vertical dimension 
(source h, source v, goal h, goal v). The horizontal plane 
is divided into left, right, middle, and signer, whereas for 
the vertical plane the vocabulary of the feature location 
text structure vertical can be used. In addition the 
sweeping and the zigzag movement that are morpho-
logical features of the distributional aspect of some verbs 
are coded separately. These movement modifications 
also involve change in palm orientation and/or direction 
of the fingers.  
The qualifier phases covers repetition of movement. It 
turned out that for signs which already have repeated or 
repeated circular movement in their citation forms it was 
not sufficient only to label one up to three repetitions. 
Further on reversed movement is covered by a separate 
qualifier (reverse) just as repeated movement with 
simultaneous change in direction (offset direction). The 
combination of these three features allows for coding 
different movement patterns. Finally, in DGS some verbs 
can be modified by changing their movement as if the 
hand would trace the Greek letter alpha (α) in the air. 
The semantic function of this movement pattern is 
negation and will be covered by the qualifier alpha 
negation. 
In order to get a clear picture of the variety of signs for 
manual alphabet and numbers, we have defined several 
qualifiers. For the manual alphabet (alphabet) we 
differentiate between one-handed (fa one-handed) and 
two-handed signs (fa two-handed), tracing signs in the 
air (fa tracing) or on the nondominant hand (fa tracing 
on hand). If the fingerspelled letters are connected by a 
slight movement, this feature can be added by choosing 
the qualifier fa ligature. Signs for numbers are covered 
by the qualifier number. For number incorporation the 
qualifier quantity is provided. It can be combined with 
the feature detour for movements with an additional 
slightly curved path. If the nondominant hand shows a 
quantity from two to five and serves as a list for the 
dominant hand pointing to any finger but not the one 

representing the maximal number, a separate feature m 
out of n is used.14 

4. Handling: Attributing qualifiers 
and data retrieval 

The main task in the process of lemmatisation is to find 
the right type a token should be matched to. In com-
paring type citation form and token form the transcriber 
should be able to document his findings in a quick and 
easy way. The simplest way is to mark the token that 
there is a form difference. In the second pass of lemma 
revision where all tokens of one type are checked, this 
piece of information is relevant. A more efficient way for 
lemma revision is to note the salient feature in which the 
token is different from the citation form, e.g. in 
HamNoSys. Sorting all tokens of one type according to 
these annotations helps to get a quick overview and to 
find tokens with the same kind of modification or 
variation. This is what we did before implementing 
qualifiers in iLex and what we still will do when the 
qualifier and its feature values do not cover all the token 
features. So lemma revision is not a singular pass, but 
has to be done several times. 
The reason why we moved to qualifiers and qualified 
types is a practical one. Instead of annotating several 
times the same salient form feature to  tokens and in a 
second pass grouping these tokens together, the tran-
scriber can do this in the first instance of the lemmatising 
process. After linking the token tag to a type, e.g. by 
dragging an item from the type list and dropping it over 
the token tier (Konrad & Langer, 2009), one can use the 
context menu (right mouse click) to display type, 
sub-types, and qualified types of the chosen item. Figure 
4 shows the type and all the qualified types of the 
sub-type glossed as DA1.15 
 

 
Figure 4: Context menu displaying type and qualified 

types of the sub-type DA1 
 
If the token form does not match any of the already 
existing qualified types, the transcriber can either 
annotate the form difference or create a new qualified 
type by choosing “DA…” on the head of the listed items. 

                                                             
14 See Liddell 2003, Johnston 2011: list buoys. 
15  To see all the sub-types of the type glossed as 
DA1-$SAM, one first links the token to the type and 
then re-uses the context menu. 
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Note that even though the database creates new type 
entries, this procedure is always bottom-up. Qualified 
types are derived from already existing types. The type 
hierarchy is used here to simplify token annotation. As 
with lexicon building, in the beginning one has to invest 
more in creating new qualified types, but once they are 
there, they will be listed and can easily be picked to spot 
token form features. 
Instead of running searches over a multitude of tiers to 
find tokens that match the search criteria, the type 
hierarchy allows for having all spotted token form 
features of one type at a glance. Figure 5 shows the 
existing qualified types of the sub-type DA1. There are 
tokens with headshake ('h_s), two-handed articulation 
('hd:2), different location ('loc_h:links (left)), 
combination of two-handed and location feature 
('hd:2'loc_h:rechts (right)), repetition ('phs:2, 'phs:mehr-
fach (multiple)), and combination of repeated movement 
with simultaneous change in direction (e.g. 'phs:2'offdir:-
nach links (to the left)). Double-clicking on one of the 
items opens the qualified type entry where all tokens are 
displayed.16 
 

 
Figure 5: Qualified types of sub-type DA1 
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Abstract 
In this paper, we will discuss different possibilities for integration of corpus data with dictionary data, mainly seen from a lexicographic 
point of view and in a sign language context. For about 25 years a text corpus has been considered a useful, if not necessary tool for 
editing dictionaries of written and spoken languages. Corpora are equally useful to sign language lexicographers, but sign language 
corpora have not become accessible until recent years. Nowadays corpora exist, or are being developed, for several sign languages, and 
we have the possibility of editing new, truly corpus-based sign language dictionaries, and of developing interfaces that integrate corpus 
and dictionary data. After a brief look at three existing integrated interfaces, one for German, one for Danish, and one for Danish Sign 
Language, we point out some of the problems that should be considered when making an integrated interface, and, finally, we briefly 
outline the future perspectives of integrated sign language corpus-dictionary interfaces. 
 
Keywords: sign language, integrated interfaces, lexicography 
 
 
 

1. Introduction 
In this paper, we will discuss different possibilities for 
integration of corpus data with dictionary data, mainly 
seen from a lexicographic point of view and in a sign 
language context. 
Since   at   least   the   1990’s, a text corpus has been 
considered a useful, if not necessary tool for editing 
dictionaries of written/spoken languages. A corpus can 
provide the lexicographer with: 

 frequency lists (e.g. used in connection with 
lemma selection or ordering of homonyms) 

 examples of language use (e.g. used as evidence 
of particular word senses, or for example 
sentences (directly or adapted)) 

 frequent co-occurrences (e.g. used for describing 
multi-word expressions or valency patterns) 

We know of no sign language dictionary that is truly 
corpus-based, or even edited with extensive use of the 
tools provided by a corpus, probably due to the fact that 
larger, fully annotated sign language corpora is a 
relatively new phenomenon. An example will be the new 
German Sign Language-German dictionary which is part 
of the DGS Corpus Project and will   be   “the   first  
comprehensive corpus-based   dictionary   of   DGS” 
(DGS-Corpus, no date [online]). 
For corpus projects of languages with an established 
written form, the lemmatisation of tokens is typically 
based on an existing dictionary. For sign language corpora 
this is equally appropriate, as argued in Johnston (2008), 
but the execution is impeded by the inevitable and – at 
least in the nearest future – manpower-consuming task of 
tokenising the corpus texts sign by sign. Furthermore, this 
approach presupposes the existence of a dictionary or 
lemma list composed using consistent lemmatisation 
principles and a consistent identification of the lemmas, 
e.g. through unique glosses or numbers.  For a number of 

sign languages no such dictionary exists, and building a 
corpus, would imply the simultaneous building of a 
dictionary, which would make the process even more 
time-consuming. 
As language resources dictionaries and corpora are both 
valuable tools for many types of users, and combining the 
two in one interface, or linking between dictionary and 
corpus interfaces could, if it is done in a clear and 
preferably intuitive understandable way, afford a 
synergetic enhancement of the resources.  

2. Examples of interfaces that integrate 
corpus and dictionary content 

In this section we will take a closer look at some existing 
interfaces that integrate corpus and dictionary content. 
The German DWDS (Digitales Wörterbuch der deutschen 
Sprache,   ‘Digital  Dictionary   of   the  German  Language’) 
(DWDS, no date [online]) is an example of a combinded 
corpus-dictionary product where, as Asmussen puts it: 
“Corpus  and  dictionary  are  not  formally  interlinked,  they  
appear side by side, accessible through  a  joint  interface”,  
(Asmussen,  2012). A standard word lookup in DWDS 
presents the user with six sub-windows, see Figure 1. The 
standard lookup shows (letters refer to the labels Figure 1): 
the result of a lookup in the DWDS dictionary (A), the 
result of a lookup in OpenThesaurus1(B), a tag cloud 
(“Wortprofil”)  based  on  the  DWDS  corpus (C), the result 
of a lookup in an etymological dictionary (D), and, finally, 
two concordances (E and F), one drawn from the basic 
DWDS corpus, and one drawn from a newspaper corpus 
(Die Zeit) . The standard view of a search result can be 
changed by adding or removing included resources, and 

                                                           
1 OpenThesaurus is an open source thesaurus project that was 
initiated in connection with the development of the OpenOffice 
software. Information about the project can be found at 
http://www.openthesaurus.de 
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Figure 1: Partial screen dump of the standard view of a lookup of Sprache (‘language’) in DWDS. 

Figure 2: A dictionary lookup at Ordnet.dk, with links to corpus searches. 
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by expanding or collapsing the views of the sub-windows 
individually. 
Another example is the Ordnet.dk (no date [online]) 
website, which deals with Danish. This site also has no 
formal interlinking, but if differs considerably from the 
DWDS site, as its approach aims an interconnection of 
several resources rather than a simultaneous access. Thus, 
there is no universal search facility, but a word search in 
one of the two included dictionaries (a contemporary and 
a historic) provides the user with the dictionary content as 
well as with links to relevant corpus searches (on the key 
word and on selected collocations), see Figure 2. 
Similarly, a corpus search result is accompanied by 
lookup links to the two dictionaries, see Figure 3. In 
addition to this, all three resources include a link to a list 
of the most frequent co-occurences of the word. See 
Trap-Jensen (2010) for more information on the 
Ordnet.dk website. 
Where the two examples mentioned above are not 
formally interlinked, the last example, the Danish Sign 
Language Dictionary (no date [online]) is. The weakness 
of this dictionary, on the other hand, is that its corpus is 
what Asmussen (2012)   refers   to   as   a   “quasi-corpus”,   in  
this particular case, a corpus build entirely of adapted 

sentences, namely the usage examples of the dictionary. 
Furthermore, half of these sentences are derived from 
video recordings of natural signing, while the remainder 
have been constructed by native signers. The integration 
of the two resources is quite basic and somewhat similar 
to the one used in Ordnet.dk; in the dictionary, there are 
links from each sign entry to a concordance view of the all 
the occurrences of the sign in the collection of example 
sentences, see Figure 4. In the other direction, the 
individual signs in the sentences of a concordance are 
linked to the corresponding sign entries in the dictionary, 
see Figure 5. This feature is added in order to present 
additional examples of the use of a sign to the user, and 
although  the  corpus  is  not  a  “real”  corpus,  the  dictionary 
site still serves as an example of how corpus (or 
corpus-like) data can be integrated into a sign language 
dictionary. A discussion of what type of sentence was 
considered the most suitable for uncommented use as 
example sentences in the Danish Sign Language 
Dictionary can be found in Kristoffersen & Troelsgård 
(2010). A more detailed description of the dictionary can 
be found in Kristoffersen & Troelsgård (2012). 
 
  

Figure 3: Result of a corpus search at Ordnet.dk, with link to the dictionary. 
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Figure 5: The Danish Sign Language Dictionary. Concordance view of example sentences containing the 
sign HUE (‘cap’). Glosses in the concordance lines are linked to the appropriate sign entries (if they exist). 

Figure 4: The Danish Sign Language Dictionary. Entry for  the  sign  HUE  (‘cap’), 
with a link to a concordance view of all example sentences containing this sign. 

98



3. Considerations regarding the integration 
of corpora and dictionaries 

Language use is described differently in a dictionary and 
in a corpus; whereas the dictionary data are the result of 
an editing process and often adapted to a specific purpose, 
the corpus data, be it text examples or co-occurrence 
statistics  etc.,  are  “raw”  and  have  to  be  interpreted  by  the  
user. The difference between the two resources is 
somewhat comparable to that between an encyclopaedia 
and an internet search; the former typically being more 
well-arranged and reliable, while the latter often provides 
more information, and more updated information, the 
downside being that it is presented as lots of co-ordinate 
results  with  no  quality  guarantee.  How  “dangerous”  it  is  
to present corpus data to the user depends partly on the 
nature of the corpus texts, partly on how trained the user is 
in the use of the corpus. 
Corpora of languages with a written form typically have 
written texts as their main source; digital text, e.g. from 
newspapers or from the internet is easy to obtain, and you 
will relatively unproblematically be able to build a corpus 
– apart from legal issues and an expected margin of error 
in connection with the tokenisation of the corpus texts. 
Building corpora of spoken or signed languages, on the 
other hand, requires a manual or, at best, semiautomatic 
tokenisation process in order to become searchable. 
Mainly for this reason such corpora are typically smaller 
than corpora of written text.  
Large corpora of a written language are often composed 
of different types of text, balanced in order to obtain a 
broad and adequate picture of the language use. For 
corpora of signed and spoken language, such a balancing 
will probably always be a major challenge; as you are 
dealing with non-written   language,   the  only   “authentic”  
text types available would be rather special ones like 
recordings of radio or television broadcasts, or recordings 
of speeches and conversations, which are rarely 
performed spontaneously. Thus, existing sign language 
corpora mainly consist of elicited data or recordings made 
for linguistic purposes in a more or less unnatural context. 
Many corpora contain non-edited language, allowing for 
ungrammatical language use, misspellings (for written 
language), and, especially for spoken/signed texts, elliptic 
utterances.   
As a result of the above mentioned impediments for 
building a corpus, a corpus user could find him or herself 
dealing with corpus that is of limited size, with more or 
less unnatural text types, and containing ungrammatical 
sentences. For e.g. a lexicographer, this would be a minor 
problem, as he or she would look at the source critically, 
but for an inexperienced corpus user, and even more so for 
a user of an integrated corpus-dictionary interface, who 
isn’t   necessarily   aware   of   the   complex   character   of   the  
resource, it could be quite problematic to extract the 
needed information, cf. the discussion in Asmussen 
(2012). For this reason, an integrated corpus-dictionary 
interface should always, at least ideally, provide the user 
with the necessary prerequisites for using the corpus in a 

meaningful way, e.g. by informing about the corpus 
sources, and by clearly indicating if the user is presented 
with edited or non-edited text. 
A corpus-dictionary pair of a specific language can be 
more or less closely related, or coherent, so to say. Thus, 
the ideal prerequisite for an extensive integration of a 
corpus and a dictionary is a situation where the lexicon 
and definitions of the dictionary are based on the corpus 
which, in its turn, is linked token by token to the 
dictionary.  On the other hand, as exemplified in 
Asmussen (2012), if the two resources are not based on 
the same source texts, an integration can lead to situations 
where the user is presented with a confusing result, e.g. if 
a specific word sense is predominant in the corpus, but 
absent in the dictionary (or the other way round). 

4. Future perspectives of integrated sign 
language resources 

The integration of sign language corpora and dictionaries 
is an obvious field for development in the future.  The 
crucial formal interlinking between corpus and dictionary, 
which for written language corpora is often insufficient or 
missing, is typically an innate feature of a sign language 
corpus project, as a tokenisation is needed in order to 
make the corpus searchable, and as the tokenisation, in its 
turn, requires a dictionary or lexicon. 
The synergy that rises from joining a corpus and a 
dictionary could even be enhanced by including e.g. 
grammatical information, or links to external resources. 
There is however a risk that the user is overwhelmed by 
the amount of diverse data and possibilities presented in 
the interface. 
Another future challenge could be the development of 
means of accessing sign language corpora that are more 
appropriate than traditional text-based concordance 
views. 
Several sign languages are now documented, or in the 
process of being documented, through corpora, e.g. 
Australian, British, Dutch, German, New Zealand and 
Swedish Sign Language, and, hopefully, we can look 
forward to seeing some innovative projects integrating 
corpus and dictionary data in the future. 
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Abstract 
In this work in progress procedures for analyzing and displaying distributional patterns of sign variants have been developed and 
tested on data for color signs elicited by the DGS Corpus Project. The data for this preliminary study were elicited as isolated signs 
and have been made accessible through spot annotations in iLex. The annotations had not been lemma revised but nevertheless 
revealed some interesting insights. Several color signs exhibited a high degree of variation. The distributional maps showed that a 
number of signs were mainly used in certain regions and thus provided evidence on dialectal differences within DGS. The relevant 
information necessary to generate distributional maps have been directly extracted via SQL-statements from the corpus and fed into 
R. The approach is data driven. The distributional maps show either the distribution of one sign form (variant) or of several different 
variants in relation to each other. Analyses of regional distribution as displayed by the distributional maps may support the annota-
tion and lemma revision process and are a valuable basis for a lexicographical description of signs and their use as needed for com-
piling dictionary entries. A refined procedure to take multiple regional influences on informants into account for analysis is pro-
posed. 
 
Keywords: generation of distributional maps from corpus data, regional variation in DGS, color signs, data-driven approach 
 

1. Introduction 
Within the DGS Corpus Project about 1160 hours of 
footage with an estimated 540 hours of signed activity 
have been collected. 330 informants in 13 German re-
gions were filmed in pairs. This material will constitute a 
general corpus of German Sign Language (DGS) after it 
has been made accessible through annotation. The next 
stage of the project is dedicated to annotation and tran-
scription of the raw data. At a later stage the first cor-
pus-based general dictionary of DGS–German will be 
produced based on the data documented in the corpus.  
One of the project’s aims is to document lexical variation 
including regional variation. Information on regional 
variation is an interesting and useful piece of information 
on signs that should be included in dictionary entries 
wherever possible. Within the project, procedures need to 
be proposed, tested and established to extract and present 
information on regional distribution from the corpus data 
efficiently as it is needed to support the compilation of 
dictionary entries. Even though the prerequisite for the 
analysis of many sociolinguistic variables are provided 
for in the metadata gathered, these kinds of general stud-
ies on variation are not part of the DGS Corpus Project 
itself. Within the project, only variation of individual 
signs is analyzed as far as this information is needed for 
the compilation of a dictionary entry such as the sign’s 
regional distribution or sign use restricted to certain age 
groups. 
Since annotation is currently in progress, analyses on 
regional distribution of signs from the corpus cannot be 
based on large amounts of empirical data yet and there-
fore can only be preliminary. To gain practical experi-

ence in dealing with widespread variation spot annota-
tions of color signs filmed during the task elicitation of 
isolated signs are being used as a testing ground for 
analysis procedures.  

2. Elicitation Method 
One of the two elicitation tasks specifically aimed at 
eliciting regional variation is the elicitation of isolated 
signs (cf. Nishio et al., 2010). The goal was to elicit 
signs for a small number of selected concepts from a 
large number of informants. In this task concepts that 
were known to exhibit a high variation in DGS were 
presented as written words, some of them also in combi-
nation with a picture. Informants were asked to produce 
their signs for these concepts. Eleven colors (red, blue, 
yellow, green, orange, purple, pink, brown, black, white, 
gray) were presented on the screen as unicolor plane 
without written references to the concepts. Informants 
were asked to name these colors.  

3. Sample Size 
One informant of each pair (i.e. 165 informants) was 
asked for his/her color signs in the task elicitation of 
isolated signs. For preliminary analysis raw data from 
156 informants of 12 regions available were transcribed 
resulting in 2052 tokens for colors. This included the 
tokens from the spot transcription1 of the isolated signs 
task and tokens that have already been annotated within 
other parts of the corpus material. The movies from the 
                                                             
1 Spot transcriptions for this study were made by Nele Groß, 
Ilona Hofmann, Lutz König and Gabriele Langer. Technical 
support was provided by Sven Wagner. 
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last region (Leipzig) and a few movies from other re-
gions had not been available for transcription at the time 
and could therefore not be included. Even though the 
sample size is rather large it is still too small to gain a 
clear picture of regional distribution for all variants, 
especially since other factors like schooling might have a 
greater influence on variant use than the actual place of 
living. However, the preliminary results show some 
interesting tendencies of regional distribution. Within the 
DGS Corpus project a web-based feedback function 
(technical term: voting) is planned and in the future will 
provide further information to be included in the analyses 
of regional distribution of signs. 

4. Annotation  
The data of this study have been annotated in a very 
basic way with the transcription tool and integrated data-
base of iLex (Hanke, 2002; Hanke & Storz 2008). Spot 
annotations have been carried out to identify different 
form variants for color signs. All variants have been 
described by separate type entries regardless of whether 
they would be considered phonological or lexical vari-
ants. Forms e.g. with a clearly extended thumb constitut-
ed new type entries in iLex whereas small deviations of 
form that have been known to occur frequently with 
certain handshapes (such as small differences of thumb 
position or more or less spreading or bending of fingers) 
or that seemed to be either idiosyncratic or accidental did 
not constitute new type entries. Instead these minor dif-
ferences were noted with the token (i.e. in the token tag) 
as form deviations from the citation form of the type. 
When the number of tokens with the same deviation 
within a type entry is increasing they can be 
re-categorized at a later stage of the annotation process 
called lemma revision (cf. Konrad, 2011 pp. 93-96; Kö-
nig et al. 2010). Also, some kinds of variation that have 
led to separate entries in one case (such as one-handed 
vs. two-handed) have been subsumed under one entry in 
other cases with qualifications or token deviations not-
ed.2 This is to say, the data is still somewhat messy as it 
                                                             
2 In the DGS Corpus Project the iLex database and working 
environment is used for annotations. The database contains 
large amounts of annotated data and type entries from previous 
projects. Each project had used somewhat different annotation 
rules. Annotation guidelines, structures and procedures for the 
DGS Corpus Project are still being developed. To draw on type 
entries from previous projects is a huge advantage but also 
constitutes a challenge for the consistency of rule application. 
While the number of hands had often constituted new type 
entries in the past the number of hands are now being annotated 
by qualifier structures implemented in iLex (see Konrad et al. 
2012, this issue). This is the reason why for some color signs 
there still exist separate entries for one-handed and two-handed 
variants while for others this kind of variation is already 
marked by qualifiers within the same type. Re-categorizing old 
entries and tokens following new annotation rules and struc-
tures will take some time and effort and will happen step by 
step as new rules are being developed and implemented and 
more and more sign entries go through the lemma revision 
process. 

has yet to undergo the lemma revision process. Therefore 
the categorizations of this study are preliminary. It is 
expected that some form types will be merged into one 
while others (for example BLACK1) may be separated in 
two or more types on grounds of the distributional data 
of form variation so far considered as minor. For this 
preliminary analysis of regional distribution all variants 
have been annotated and analyzed separately focusing on 
the variants with the highest number of tokens (9 tokens 
or more) and leaving out variants with a lower number of 
tokens. The point of this preliminary study is to show 
that even with corpus data that is not completely con-
sistent yet analyses of distribution can provide some 
useful insights that may even support the deci-
sion-making process of re-categorizing the data. 

5. Analysis of Distribution 

5.1 Regionality of Informants 
One requirement for the selection of informants was their 
rootedness within a given region. Only lifelong or at 
least long-term residents of a region were accepted as 
informants. Preferably the informants should have grown 
up and currently have their permanent residence within 
the region. A residency of at least ten years within the 
region was also accepted. Metadata of the informants 
include the place of living, the place of growing up, the 
school they attended and all other places the informants 
had been living at for a longer period of time.  
Three informants who had recently moved away were 
nevertheless accepted for their original region. In this 
case the current place of living did not coincide with the 
prominent regional linguistic affiliation of the informant. 
For these informants their last residence within the origi-
nal region has been used for the preliminary analysis of 
regional distribution. 

5.2 Displaying Regional Distribution  
This first preliminary study is based on the place of resi-
dence of the informants. The distribution of the most 
frequent color signs (9 tokens or more) was matched 
onto the map of Germany with a resolution at the county 
level. For this each informant’s place of living was 
matched to the corresponding county and the county 
coding (corresponding to the GADM dataset for Germa-
ny3) was stored as metadata to the informant within iLex. 
By an SQL query all county codes with an attested sign 
use for a certain sign were extracted from iLex. All coun-
ties with attested sign use were then colored to show the 
regional distribution of the sign in question. The data 
exported from iLex were fed into the statistical analysis 
program R using the packages maps and sp and the 
GADM dataset for Germany to produce the maps.  
The maps displaying the attested use of a specific sign 
are a result of the described procedure and directly driv-
en by the data from the corpus, combining metadata 
(place of living) and annotation data. Maps can either 

                                                             
3 http://www.gadm.org/ 
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show the distribution of one particular sign as in map 1 
(RED1) and map 2 (BLUE3) or the distribution of two 
(map 3) or a number of variants in relation to each other 
(maps 4 and 5). 

In the future the described procedure can be implement-
ed to automatically produce distributional maps of se-
lected signs on command and thus provide a quick over-
view to support lemma revision and the compilation of 
dictionary entries.  

5.3 Distributional Maps 
 

 
Map 1:  

RED1  
 

 
Map 2:  

BLUE3  
 

 
Map 3: 

BLACK1  (red), 
BLACK2  (blue)  

 
Map 4: 

GREEN2  (blue), 
GREEN3  (red),  

GREEN9A  (yellow) 

 
Map 5:  

six variants for brown  
(glosses and HamNoSys for these 

variants are listed on the right) 
 

The maps are based on data of 156 
informants from 90 counties. Counties 
without informants are colored white, 
counties with informants but no attest-
ed sign use are colored grey. 
Maps 1 and 2 show the distribution of 
a single variant. Map 3 contrasts the 
use of two variants while map 4 con-
trasts the use of three variants. In both 
maps overlapping areas of use are 
marked by the corresponding mixed 
color, e.g. areas of overlapping use for 
BLACK1 (red) and BLACK2 (blue) 
are colored purple (map 3).  

Map 5 shows the distribution of the 
following six variants for the color 
brown:  
BROWN2A  (red), 
BROWN029  (orange), 
BROWN7  (yellow), 
BROWN8  (brown), 
BROWN9  (blue), 
BROWN4  (green), 
(overlapping areas of use: black) 

5.4 Results 
For this study 2052 tokens of color signs from 156 dif-
ferent informants of 90 counties in 12 regions were an-

notated and matched to 256 types. For 117 of these types 
only one token was found, 45 types had 9 tokens or 
more. Only these more frequently used types were ana-
lyzed for regional distribution. They accounted for 75% 
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of all tokens. (For an overview on the numbers of types 
and tokens see table 1). 

mouthing: 
purple*: lila; 
purple**: 
violett; 
pink*: rosa; 
pink**: pink nu
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blue 23 173 8 6 138 80% 
brown 34 161 16 7 93 58% 
yellow 32 192 18 5 152 79% 
grey 47 169 19 5 72 43% 
green 39 182 19 4 98 54% 
purple*  23 174 5 3 126 72% 
purple** 2 7  0  0     
orange 21 177 12 5 153 86% 
pink*  26 160 10 3 107 67% 
pink**  6 11 3 0 0 0% 
red 4 163 1 1 154 94% 
black 4 310 0 2 298 96% 
white 13 167 5 4 148 89% 
beige 1 5 0 0 

  turquoise 1 1 1 0 
  

 
276 2052 117 45 1539 75% 

 
Table 1: Number of types and tokens for colors 

 
Results of this preliminary study show that there is a lot 
of variation in color signs in DGS. Even though the data 
still has to undergo the lemma revision process it never-
theless can already be used to visualize tendencies of 
distribution. Five examples of distributional maps for 
selected color signs are included in this paper. The maps 
show that RED1 (map 1) is used all over Germany (as 
far as data was available for these areas) while BLUE3 
(map 2) is primarily used in Southern Germany. BLACK1 
and BLACK2 (map 3) both seem to be used in all areas 
of Germany. The overlap areas of attested use are 
marked by the corresponding mixed color (in this case 
purple as the mixture of red for BLACK1 and blue for 
BLACK2). A closer investigation of the form deviations 
of BLACK1 may bear interesting results as a variant 
with slightly spread and bent fingers appears to be used 
in Southern parts of Germany. Map 4 is an example of a 
very clear regional distribution of three lexical variants 
for green (GREEN2, GREEN3 and GREEN9A). Map 5 
shows the distribution of 6 variants for brown. Here 
overlap areas are colored black. Maps 3, 4 and 5 all indi-
cate that there might be a distinct dialectal area in South-
ern Germany while dialectal areas in other parts of Ger-
many cannot be seen as clearly from these few analyses. 
It will be very interesting to look at signs from other 
domains and also from the data elicitation region of 
Leipzig to get a clearer picture of dialectal regions of 
DGS in Germany. 

5.5 Limitations of the preliminary study 
This preliminary study has a number of limitations. The 
analyzed sample does not include data from all regions 
and informants yet. The informants filmed at Leipzig 
(from an area covering the Southern part of former East 
Germany) are not included. Also in other data collection 
tasks further tokens of color signs will occur that have 
not been transcribed yet. More data is needed to stabilize 
the findings and to fill the gaps.  
All annotations for this preliminary study have to under-
go lemma revision. Within this review process some 
variants will probably be divided into different subvari-
ants. For example, the deviation information of the to-
kens of BLACK1 indicate that there may be at least one 
subvariant that is consistently used in the south. Other 
forms (especially forms with only one or few tokens) 
might be re-categorized as deviations of other variants 
thus reducing the number of variants for the associated 
color. This is to say that the results presented in this 
paper indicate tendencies but are to be received with 
caution and not to be taken as final results. 
The chosen geographical display of regional distribution 
has also some limitations. Berlin has been treated as one 
area (county), but for historical reasons should be divid-
ed into an Eastern and Western part to be able to analyze 
effects of the division of Berlin from the 1960s to the 
1980s on sign distribution in that area. Some recent 
changes of administrative areas (counties) are not in-
cluded in the GADM dataset and one county is com-
pletely missing. For future implementation of this proce-
dure a more complete and up to date dataset has to be 
used.  
The number of tokens or the number of different inform-
ants per sign and county respectively are not displayed 
on the distributional maps yet. Including this information 
would show the central areas of use more clearly. Im-
proved versions of distributional maps should also indi-
cate overlap areas more clearly. 
Other regional influences than the place of living should 
be taken into account. See section 6.3 for a suggested 
approach to this issue.  
Sociolinguistic variables other than region should also be 
investigated and put into relation to regional factors as it 
was done in other projects on sociolinguistic variation in 
signed languages (cf. for example Lucas et al. 2001; 
McKee & McKee, 2011; McKee et al., 2008; Schembri 
et al., 2009). As this is not part of the DGS Corpus Pro-
ject, this issue awaits further research. 
 

6. Issues of Procedure and Research 

6.1 Lexical and phonological variation 
In the annotation and analysis of variants, usually lexical 
variation (phonologically unrelated forms, that is, dis-
tinct signs) is distinguished from phonological variation 
(phonologically related forms of the same basic sign). 
Two similar sign forms are generally treated as phono-
logical variants (also called subvariants) rather than 
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lexical variants when they differ in only one parameter 
from each other, such as handshape or movement or 
place of articulation (cf. for example Lucas et al., 2001 p. 
180; Johnston, 2003 p. 349; McKee & McKee, 2011 p. 
502; Hollman & Sutrop 2010 p. 141). However, the 
distinction between phonological and lexical variation is 
not always as clear as it might seem on first glance. 
Sometimes there exist chains of sign forms where each 
sign form differs from its neighbors only slightly in one 
formational feature, so that direct neighbor(s) in the 
chain would usually be considered phonological variants 
of each other, while the signs at the distant ends of such 
chains may not have much in common with each other 
and would usually not be analyzed as phonological but 
rather as lexical variants of each other (see example 1 for 
a chain of partly similar forms used for blue in the DGS 
Corpus data). 
 

a)   b)    c)    d)  
e)      f)   g)  

 
Example 1:  

A chain of partly similar forms used for blue  
 

 
Example 2:  

Partly similar forms used for blue (branching chain) 
 
Examples 1a and 1g seem to be totally unrelated sign 
forms and differ with respect to number of hands, hand-
shape and movement. However, in between these two 
signs other forms exist where each sign in the chain 
differs from its neighboring signs with respect to only 
one formational feature: a to b: number of hands, b to c: 
handshape, c to d: movement, d to e: handshape, e to f: 
size of movement, f to g: shape of movement (arc instead 
of full circle with an additional change of orientation 
making the arc anatomically more comfortable). Even if 
for this reason 1g would be considered distinct from the 
other forms, the same point could be made focusing on a 
and f. To complicate things further, chains may also 
branch off and possibly reconnect (see example 2). 
This example shows that distinguishing phonological 
from lexical variants cannot be based on the formational 
similarity of the sign forms alone. König et al. (2008, p. 
394) suggest to take into account the underlying image 

and the image producing technique of signs when deter-
mining whether two similar forms are phonological vari-
ants of the same sign (based on the same underlying 
image, produced by the same technique) or independent 
lexical variants (different underlying images and/or tech-
niques). This can be helpful when dealing with iconic 
signs, but it cannot be applied when the signs in question 
either lack iconicity or when their underlying image 
cannot be determined, as it is the case for many color 
signs in DGS.  
In the case of this study one-handed and symmetrical 
two-handed productions were often treated as the same 
sign (example 1a and b), as well as certain differences in 
the spreading of fingers that often occur in signs with 
specific handshapes (example 1d and 1e, also flat and 
slightly spread fingers for the B-handshape in BLACK1).  
Frequency of occurrence can be taken as an additional 
criterion for grouping tokens into separate entries. Fre-
quently attested forms were treated as separate entries 
while others that had only one or a few tokens used by 
only one or few signers were either interpreted as idio-
syncratic deviations of another form (for example 1f was 
interpreted as instantiations of 1e with the deviation of 
an enlarged movement) or they have been omitted in the 
overall analysis because their number of tokens was too 
small.  
The analysis of regional distribution of very similar 
forms may reveal whether they are different phonologi-
cal variants of the same sign used in the same region or 
two dialectal variants used in different regions. Thus 
data-driven distributional maps as introduced in this 
paper may aid the annotation process itself by providing 
clues for categorizing or re-categorizing certain form 
variants into one or separate entries of the lexical data-
base used as a basis for annotations. For the lexicograph-
ical description of individual signs these analyses are 
also very helpful. Phonological variants with the same 
distribution might better be treated in one common sign 
entry in the dictionary covering these forms and describ-
ing the range of the variation while it would be more 
user-friendly to produce two separate sign entries for 
dialectal variants. Distributional maps can also support 
practical lexicographic work for identifying and describ-
ing the use of individual signs and some smoothed-out 
version of the maps could even be included as a visual 
hint on the distribution of the given sign. 

6.2 Multiple Regional Influences 
Depending on where DGS was acquired the place of 
growing up or living might not be the strongest or the 
only regional influence on the signing of a particular 
informant. For example, it was reported for many sign 
languages that residential schools have a strong influence 
on the signs a signer uses (cf. for example Lucas et al., 
2001; Schembri at al., 2009; Schermer, 2003). Studies on 
regional variation of spoken languages usually only 
include informants who have lived all of their lives in 
one place/area. For sign languages it is rather unlikely 
that a sufficient number of such signers can be found and 
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recruited. Therefore also signers with a long but not a 
livelong residence in the specific area are accepted as 
informants, even though their signing may show influ-
ences of different regions.  
When several geographical data have been collected on 
each informant it could be attempted – provided the 
sample size is large enough – to take different geograph-
ical influences on a particular informant into account for 
an analysis of the distribution of a certain sign. This 
could be done by comparing the different geographical 
regions attributed to the informant to the overall regional 
distribution of the given sign form by other informants 
and identifying the most plausible regional influence for 
the given signer and sign. In the next section (6.3) a 
procedure for this kind of analysis is outlined. This type 
of analysis will become especially useful when dealing 
not only with corpus data but also with data collected 
through the public feedback gathered at a later stage of 
the project.  
The public web-based feedback function will supplement 
the data from the corpus. Within this feedback function 
members of the sign language community are asked to 
participate and answer questions on the signs presented 
there. The feedback will include information such as 
whether the participant knows and/or uses a particular 
sign or not. One has to register in order to participate. 
Registration will include some geographical information 
about the participants such as place/region of living and 
possibly other geographical information like place/region 
of schooling or place/region of growing up. It is expected 
that a number of participants have been living in several 
different regions and that each of these may have influ-
enced their signing and their knowledge of signs.  

6.3 Dealing with multiple regional influences: 
proposed procedure 
Here an analytic procedure is outlined of how to take 
multiple potential regional influences on one informant 
into account for regional analysis of a particular sign. 
This outline is meant as a contribution open for discus-
sion as it is work in progress and has not yet been im-
plemented or tried out. The idea is that a particular in-
formant may have several regions that potentially influ-
ence his or her signing, for example region of growing 
up, region of schooling, region where his or her deaf 
parents come from, different regions of long-term resi-
dence, long-term stay abroad and so on. In this paper 
these regions are called potential regional influences 
(PRI). All PRIs of an informant have to be known and 
matched to a geographical area. They also have to be 
categorized for their kind (e.g. permanent residence, 
place of schooling, place of growing up and so on). Pro-
vided enough data is available from many other inform-
ants using the same sign it should be possible to identify 
the most probable regional influence (MPRI) of the giv-
en PRIs for the use of this particular sign by comparing 
the PRIs to the attested regional distribution of the sign.  
The analysis procedure can be described as follows: 
Step 1: As basis for the comparison all areas of interest 

(for example all counties of Germany4) are given a value 
for the sign in question – depending on how many tokens 
of the sign from how many different informants are at-
tested and attributed to this area. I will call this set of 
values for each area a-values. All PRIs of all informants 
are to be taken into account for this a-value calculation 
for a particular sign. When one informant has three PRIs 
attributed to him/her and uses a certain sign, then this 
contributes to the a-value of all three PRIs (e.g. coun-
ties). Areas with many tokens from many different in-
formants receive a high a-value (e.g. 4), areas with few 
tokens from only few different informants receive a 
middle a-value (e.g. 3), areas with tokens by only one 
informant receive an a-value of 2 and areas that have no 
tokens but are neighboring a high or middle score area 
receive a low a-value (e.g. 1).5 All other areas receive the 
a-value of 0. All areas with an a-value above 1 are called 
attested areas, all areas with the value 1 are called neigh-
boring areas. Threshold values need to be defined for this 
categorization as high or middle score attested area. The 
threshold values can be adapted to the number of overall 
tokens of the sign.  
Step 2: The a-values are taken as basis to determine the 
most probable PRIs for all informants and their tokens. 
Now all PRIs of each informant in question are com-
pared to the a-values of the areas and the most probable 
area of influence for this sign may be determined by the 
following rules:  
• a) The PRI area that has the highest corresponding 
a-value is the most probable influence for the use of 
the sign in question. 

• b) When two or more PRI areas have the same corre-
sponding a-value, the PRI area with the highest priori-
ty on a priority list (see below) is chosen as the most 
probable. 

• c) When no PRI area has a corresponding a-value 
above 2, then the PRI area with the highest priority on 
a priority list (see below) is chosen as the most proba-
ble.  

In order to resolve cases where two or more PRIs have 
the same value (see above case b and c) a priority list has 
to be defined that ranks the kinds of geographical areas 
(for example: area of growing up is favored over area of 
only two years of residence). This list ensures that for 
each sign and informant exactly one area of the PRIs can 
be chosen as the most probable even if there are only few 
tokens available or if none of the PRIs of the particular 
informant overlaps with the PRIs of other informants. 
Once the most probable area (MPRI) has been deter-
mined for a given sign and informant of his or her PRI 
areas, all tokens of this sign by this informant are at-
tributed to the determined MPRI.  

                                                             
4 As we do not have data from all counties it might prove more 
useful to broaden the granularity from counties to larger areas 
such as districts. In this case the procedure can be adapted 
accordingly. 
5 In addition, PRIs of informants with a livelong residence at 
one place and therefore only one PRI should rank higher than 
the PRIs of informants with several PRIs. 
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Step 3: The values of all areas (e.g. counties) are again 
determined. This is done on the basis of all identified 
most probable areas (MPRIs) only. This new set of val-
ues for all areas will be called b-values. 
Step 4: The results of step 3 can be displayed on a map 
using different shades of colors for high, middle and low 
b-value areas. 
The described procedure will consolidate the areas of 
attested sign use and filter out most accidental singular 
occurrences. Another advantage of this procedure is that 
competing signs for the same concept used by the same 
informant can be taken into account and analyzed sepa-
rately. Other studies have used only the first response of 
an informant to a lexical elicitation task for analysis 
because it was considered “the signer’s default, sponta-
neous usage” (McKee & McKee, 2011 p. 499). However, 
it is likely that within a corpus of spontaneous signing 
one informant uses several competing variants without 
one variant being more spontaneous than the other. Each 
of these sign variants might be traced back to different 
PRIs by the described procedure. 
Another idea is to take the results of this procedure 
(b-values) and automatically fill gaps between attested 
areas so that the result is one large area of use on the map 
rather than several isolated colored counties. This could 
be done on the basis of nearness of neighboring areas 
surrounded by attested areas. For this completion proce-
dure competing forms (different regional variants used 
for the same concept) should be taken into account: 
When a presumed area of use is to be extended to a 
non-attested area on the basis of geographical nearness 
this should only be done when this area is not attested for 
another competing sign.  

6.4 Lexicographical Perspective  
In sign language variation studies regional distribution of 
lexical variants usually has been dealt with by taking 
sites or predefined regions as a starting point and collect-
ing data to determine which signs are used for certain 
concepts there. Then results can be compared with regard 
to number of variants and subvariants and the overlap of 
use in the different regions can be investigated. Regions 
have been defined on grounds of presumed or known 
differences within the language communities, small pilot 
studies or presumed or known influences of different 
locations of residential schools. The point here is, that 
usually the analysis looks at predefined regions and the 
use of signs therein.  
In this study, the direction of focus has been turned 
around to facilitate a lexicographical perspective on 
regional distribution. The individual sign is the starting 
point of the analysis and the target of investigation is 
where exactly this particular sign is being used. This can 
be done without relying on predefined larger dialectal 
areas. The corpus data can speak for itself. It reveals the 
relevant areas of use for each sign through distributional 
maps produced directly from the corpus. This type of 
information is useful when writing a lexicographical 
description of signs in dictionary entries.  

6.5 Dialectal Regions  
The geographical boundaries between areas of use of 
different regional lexical variants for the same concept 
are called isoglosses. Corresponding isoglosses of sever-
al sets of signs with similar distributional patterns can be 
taken as indications of boundaries of dialectal regions. 
This is not only the case for lexical variants but also for 
all kinds of linguistic variables that display comparable 
patterns of regional distribution. Distributional maps 
cannot only be produced for the distribution of lexical 
variants but also for the distribution of other kinds of 
variation. The same procedure used here for the analysis 
of occurrences of signs can be adapted to occurrences of 
other phenomena coded and annotated in the corpus data. 

6.6 Implications for Research on Color Signs 
The elicitation of colors in the task elicitation of isolated 
signs was designed to gain data on lexical variation 
across regions, it was not intended to for a study on basic 
color terms in DGS. With the exception of one col-
or-blind informant all informants were able to spontane-
ously give their color signs, some of them showed more 
than one variant (which were all included in the study). 
In few cases informants were unsure about the color 
presented, in three cases informants misinterpreted or-
ange for beige. This might be due to the selection of the 
particular color as stimulus, lightning conditions at the 
site or the vision of the informants. The very high num-
ber of tokens for black (cf. table 1) can be explained by 
the elicitation setting. A black screen was used to elicit 
the color black and at the end of the task a black screen 
appeared to signal the end of a task in the same way as in 
other tasks. Most informants reacted to this black screen 
showing their sign for black again. Only in few cases an 
informant used the same manual sign form with different 
mouthings to name different colors. The most commonly 
used sign was RED1, which was used by almost all sign-
ers across the country with very few exceptions. For 
black (2 main variants), purple (3 main variants) and 
white (4 main variants) only few stable variants were 
found while a high number of variants were found for 
grey, green, brown and yellow. Some signs were used for 
more than one color.  
There does not exist one single set of color signs for 
DGS as a whole. The observed high variation and com-
plex distributional patterns of signs for colors in DGS 
might present a challenge for the research on basic color 
terms at the present state of research. Several combina-
tions of regional variants that overlap to various degrees 
have to be taken into account for future studies on color 
signs. 

7. Conclusion 
The preliminary analysis of regional distribution of color 
signs from the DGS Corpus is one example of the many 
ways an annotated corpus can be utilized. Maps showing 
the regional distributions of tokens of sign variants can 
be generated directly from the annotations stored in a 
database together with lexical entries and relevant geo-
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graphical data (metadata) on informants, as it is done in 
the iLex database and working environment. The visuali-
zation of the data on a geographical map provides a 
quick overview on regional distribution and can thus 
support the annotation and lemma revision processes as 
well as be a valuable tool for describing signs and their 
use in dictionary entries. Naturally, the results of such 
visualizations depend on the quality and consistency of 
the annotations and the existence of relevant geograph-
ical metadata on informants. First analyses of the signs 
for colors confirms the expectation that in DGS there is a 
high degree of variation in color signs and that a certain 
extent of these variants can be shown to be regional 
variants. 
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Abstract 
We are in the middle of a 5-year study to collect, annotate, and analyze an ASL motion-capture corpus of multi-sentential discourse. 
Now we are ready to release to the research community the first sub-portion of our corpus that has been checked for quality. This 
paper describes the recording and annotation procedure of our released corpus to enable researchers to determine if it would benefit 
their work. A focus of the collection process was the identification and use of prompting strategies for eliciting single-signer 
multi-sentential ASL discourse that maximizes the use of pronominal spatial reference yet minimizes the use of classifier predicates.  
The annotation of the corpus includes details about the establishment and use of pronominal spatial reference points in space.  Using 
this data, we are seeking computational models of the referential use of signing space and of spatially inflected verb forms for use in 
American Sign Language (ASL) animations, which have accessibility applications for deaf users.   
 
Keywords: American Sign Language, motion-capture, corpus, sign language, spatial reference.  

 
1. Introduction 

Software to generate American Sign Language (ASL) 
animations can provide benefits for the significant 
number of deaf individuals in the United States with 
relatively low written English literacy.  Our research goal 
is to improve technologies for generating ASL 
animations through the collection and analysis of a 
motion-capture corpus of ASL multi-sentence discourse.  
Our intention is to provide the research community with 
a sufficient-quality corpus for their future study on ASL 
linguistic phenomena and to conduct our own analysis of 
this corpus using statistical modeling and machine 
learning techniques to create models useful for 
generating grammatically correct ASL animations. 

Signers associate entities under discussion with 3D 
signing space locations, and signs whose paths or 
orientations depend on these locations pose a special 
challenge: They are time-consuming for users of 
scripting software to produce, and they are not included 
in the repertoire of most ASL generation/translation 
software.  Our goal is to construct computational models 
of ASL that could be used to partially automate the work 
of human authors using scripting software or to underlie 
generation/translation systems.  

Section 2 provides basic information and statistics about 
the released portion of our corpus. Section 3 describes 
the linguistics of spatial reference points and inflecting 
verbs.  Section 4 describes the recruitment and 
prompting strategies we have used to elicit signing 
performances of the desired form.  Section 5 describes 
the motion-capture equipment, motion-capture data 
recording, and post-processing.  Section 6 describes the 
annotation process.  Section 7 describes a sub-corpus we 
have collected of ASL inflecting verbs. Section 8 
contains conclusions and future research plans. 

2. The Released Corpus 
After the three years of data collection, we have gathered 
246 ASL unscripted multi-sentence single-signer 

passages from 9 native signers, each signer came to the 
lab for one recording session on a different day (Lu & 
Huenerfauth, 2010).  While we have recorded and begun 
annotation on a total of 215 minutes of ASL 
motion-capture data thus far, we are ready to release to 
the research community the first sub-portion of our 
corpus that has been checked for quality.   

This paper is the first announcement of this corpus 
release, which includes 98 passages performed by 3 
native signers. The data includes Autodesk Motion 
Builder files of the motion-capture recording, BVH files 
(another commonly used file format for motion-capture 
data), high-resolution video recordings, and annotations 
for each passage.  The annotations are in the form of 
SignStream™ files  (Neidle et al., 2000) and plaintext 
files.  Figure 1 shows two screenshots of videos of a 
signer in our corpus (a front view and a side view), a 
screenshot of a visualization in Autodesk MotionBuilder 
of the motion-capture data recorded (a virtual human 
body whose movements are driven by the data), and a 
visualization of the joint locations and orientations as 
recorded by the sensors (yellow dots on bottom right). 

In addition to our primary corpus containing unscripted 
multi-sentential passages, we are also releasing a small 
sub-corpus containing several hundred instances of eight 
ASL inflected verbs (discussed in section 7).  As this is 
our first corpus release, we welcome feedback from 
other researchers on how to best organize and release this 
corpus so that it is most useful.  Future releases of our 
corpus may contain revisions of the data formats or 
annotation for this sub-corpus and additional passages 
not yet released. Our lab website contains details about 
accessing the corpus: http://latlab.cs.qc.cuny.edu/ 

3.  Pronominal Spatial Reference Points 
and Inflected Verbs 

Signers frequently associate entities under discussion 
with locations in the signing space involved in later 
pronominal reference and other purposes (Liddell, 2003; 
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Meier, 1990; Neidle et al., 2000). Various ASL 
constructions can be used to establish a spatial reference 
point (SRP) for some entity. While sign languages used 
around the world are not mutually intelligible, they do 
share certain key linguistic aspects – the use of spatial 
reference and verb inflection. All of these phenomena 
involve the use of the 3D space around the signer (often 
called the “signing space”) to represent entities under 
discussion.  During a conversation, signers often 
associate people, concepts, or other entities under 
discussion with 3D locations around their bodies.  For 
example, by pointing at a location in the surrounding 
space at the beginning or at the end of a noun phrase 
mentioning a new entity, the human signer associates the 
entity referred to in the noun phrase with that location.  
Signers remember these spatial associations, and the 
movements of later signs in the performance may change 
based on these locations.  When referring to one of these 
entities later in the conversation, a signer may use a 
pronoun sign (which also looks like a pointing gesture) 
aimed at the appropriate location in the signing space. 

 

Figure 1: Screenshots of signer in the video recording 
and visualizations of the motion-capture data. 

Some sign language verb signs also change their motion 
paths or hand orientation to indicate the 3D location 
where a spatial reference point has been established for 
their subject, object, or both (Liddell, 2003; Padden, 
1988).  Generally, the motion paths of these inflecting 
verbs change so that their direction goes from the subject 
to the object; however, their paths can be more complex 
than this.  These verbs have been referred to by linguists 
as “inflecting verbs” (Padden, 1988), “indicating verbs” 
(Liddell, 2003), or “agreeing verbs” (Cormier, 2002).  
We call them as “inflecting verbs” in our research. Each 
inflecting verb has a standard motion path which is 
affected by the subject’s and the object’s 3D locations – 

producing a motion path that is unique to the specific 
verb, the specific 3D location of the subject, and the 
specific 3D location of the object.   

In prior experimental studies, we determined that the use 
of spatially inflected verbs in an ASL animation 
significantly increased viewers’ comprehension of the 
animations (Huenerfauth & Lu, 2012).  However, most 
sign language animation generation software lacks 
sophisticated models of this phenomenon.  A current 
focus of our research has been to develop computational 
models of how the motion-paths of inflecting ASL verbs 
change based on the 3D location in the signing space 
associated with the subject and/or object of the verb.  
During the construction of our ASL motion-capture 
corpus, in addition to the unscripted ASL passages in our 
released corpus, we also collected recordings of signers 
performing instances of spatially inflected verbs, and we 
also release some of those spatially inflected verb 
samples as a sub-corpus in this paper (discussed in 
section 7).  

4. Recruitment and Elicitation  
For the data recording sessions for our corpus, all 
instructions and interactions were conducted in ASL. 
Advertisements posted on Deaf community websites in 
New York City asked whether potential participants had 
grown up using ASL at home or whether they attended 
an ASL-based school as a young child. Of the 3 
participants in the current corpus release: 3 grew up with 
parents who used ASL at home, 1 was married to 
someone deaf/Deaf, 3 used ASL as the primary language 
in their home, 3 used ASL at work, and 3 had attended a 
college where instruction was primarily in ASL. The 
signers were 3 men of ages 22-33 (mean age 25.7). 

 

Figure 2: Diagram of an overhead view of our  
motion-capture studio setup. 

Prior to data collection, a prompter who is an ASL signer 
engaged in natural ASL conversation sitting facing the 
signer being recorded (Figure 2); during data collection, 
the prompter gave a prompt to the recorded signer. All of 
our motion-capture recording sessions are videotaped to 
facilitate later linguistic analysis and annotation (details 
in section 5). Three digital high-speed video cameras 
film front view, facial close-up, and side views of the 
signer (Figure 2); a similar camera placement has been 
used in video-based ASL-corpora-building projects 
(Neidle et al., 2000).  The front view is similar to the top 
left image in Figure 1, but it is wider.  The facial 
close-up view is useful when later identifying specific 
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non-manual facial expressions during ASL 
performances, which are essential to correctly 
understanding and annotating the collected data. 
Videotaping the session may facilitate “clean up” of the 
motion-capture data in post-processing, during which 
algorithms can be applied to adjust synchronization of 
different sensors or remove “jitter” or other noise 
artifacts from the recording.  

To record natural ASL signing (with spontaneous and 
fluent use of spatial reference points in a multi-sentential 
single-signer discourse), we are collecting non-scripted 
passages; so, it has been essential for us to identify 
appropriate ways to prompt for the type of passages we 
wish to collect, to support our research.  It is important 
for our research that we collect sign language passages in 
which signers establish different numbers of points in 
space to refer to people, places, or things under 
discussion (SRPs).  Further, it is important that the 
passages do not contain too many classifier predicate 
(CP) expressions, which are a linguistic construction in 
ASL that also uses the space around the signer’s body.  
CPs are not our current research focus, and because they 
lead signers to use space around their bodies in a 
different way than SRPs, we don’t want to record stories 
that contain a lot of CPs, relative to the number of SRPs. 

During our multi-year project, we have experimented 
with different forms of prompting strategies to elicit ASL 
signing in which signers establish different numbers of 
pronominal reference points in space, continuing signing 
for more time, and in which they do not make frequent 
use of CPs.  Thus, the analysis of the different prompting 
strategies in one year of our project guided our data 
collection procedure for the following year. We 
identified the most effective prompts, and we stopped 
using some prompts with high CP/SRP ratios. We 
continued to use those prompts that led to long passage 
lengths, high number of SRP points established, and low 
CP/SRP ratios (Lu & Huenerfauth, 2011a; Huenerfauth 
& Lu, 2010a).  The topics of the passages include signers 
discussing their personal histories, their recollection of 
news stories/movies, their explanation of encyclopedia 
articles, their opinion about a hypothetical scenario, their 
comparison of two persons or things, their description of 
a page of photos, and their recounting short narratives 
(Lu & Huenerfauth, 2011a; Huenerfauth & Lu, 2010a).  
Table 1 lists the prompts we used in the collection of this 
released corpus data, and brief description of each 
prompting strategy.  Some of our prompting approaches 
involved showing pictures to a signer.  Figure 3 shows 
an example of what a page of photos looked like for the 
“photo page” prompts.  

 

Figure 3:  Example of what a page of photos looked like 
for the “photo page” prompts. 

Type of Prompt Description of This  
Prompting Strategy 

News Story 
 

Please read this brief news article 
(about a funny or memorable 
occurrence) and recount the 
article. 

Compare  
(people) 

Compare two people you know: 
your parents, some friends, family 
members, etc. 

Compare  
(not people) 

Compare two things: e.g. Mac vs. 
PC, Democrats vs. Republicans, 
high school vs. college, Gallaudet 
University vs. NTID, travelling by 
plane vs. travelling by car, etc. 

Photo Page 
 

Look at this page of photos (of 
people who are in the news 
recently) and then explain what is 
going on with them. 

Personal 
Narrative!

Please tell a story about an 
experience that you had 
personally. 

Personal 
Intro/Info 

Introduce yourself, describe some 
of your background, hobbies, 
family, education, etc. 

Recount Movie 
Book 

Recall a book you’ve read 
recently or a movie you saw, and 
then explain the story as you 
remember it. 

Opinion / 
Explain Topic!

Please explain your opinion on 
this topic (given) or explain the 
concept as if you were teaching it 
to someone. 

Wikipedia 
Article 

Read a brief Wikipedia article on 
some topic and then 
explain/recount the information 
from the article. 

 
Table 1: Types of prompts used. 

 
Figure 4 lists how many passages we have collected 
using each of the different prompting strategies in this 
released corpus.  The total number of passages of each 
prompt-type collected from each signer varies because 
the recording session was intentionally kept relaxed and 
conversational to promote more natural signing. 
Sometimes performers were verbose in their response to 
a prompt, but other times, they could think of little or 
nothing to say for a particular prompt.  Further, since 
performers were recorded for only one hour (after the 
motion-capture equipment was set-up and calibrated), we 
rarely had sufficient time to try all of the different 
prompt-types during each performer’s recording session. 

This release of our corpus contains 9717 glosses in total 
(signer #1: 3962 glosses, signer #2: 3121 glosses, signer 
#3: 2634 glosses). The total length of video is 87.7 
minutes (signer #1: 2048 seconds, signer #2: 1786 
seconds, signer #3: 1426 seconds).  The average number 
of glosses per passage is 54 (signer #1: 82 glosses per 
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passage, signer #2: 53 glosses per passage, signer #3: 37 
glosses per passage).  The average video length of the 
passages collected is 99 seconds (signer #1: 158 seconds 
per passage, signer  #2: 92 seconds per passage, signer 
#3: 68 seconds per passage).  Figures 5 and 6 show 
histograms of passage length for each signer (measured 
in the number of signs performed or the number of 
seconds of the video recording). Figure 7 shows a sample 
of a transcript of a passage, in which the signer was 
elicited using the “Photo Page” style of prompt (Figure 
3).  Table 2 explains the notations we used for annotation 
in the transcript. 

 

Figure 4: The number of passages in our released corpus 
that were collected using each category of prompt. 

 
 

 

Figure 5: Length of ASL passages collected for each 
signer. 

 

Figure 6: Number of glosses in the collected ASL 
passages. 

 

 

Figure 7: A sample excerpt of a transcript of a passage. 

 
Type of notation Explanation of this notation 

fs-X 
 

Fingerspelled word 
 

IX-1-s:1 Index sign (pointing), handshape-#1, 
singular, spatial reference point #1. 

IX-1-s:2 
Index sign (pointing), handshape-#1, 
singular, spatial reference point #2. 

#X  Lexicalized fingerspelled word. 

IX-1-s:S  
“I” or “ME”: Index sign (pointing), 
handshape-#1, singular, signer/self. 

Table 2: The notations in the transcript in Figure 7. 
 

PRESIDENT   fs-OBAMA   NOW   IX-1-s:1 
OUR   PRESIDENT   PRESIDENT    fs-BUSH 
RECENT   FINISH   THREE   YEAR   AGO    
IX-1-s:2   FOURTY-THREE   #TH   
fs-OBAMA   FOURTY-FOUR   BOTH   
DIFFERENT   #WHAT   BLACK   IX-1-s:1    
FIRST   BLACK   PRESIDENT   WOW  
IX-1-s:S   LIKE   fs-OBAMA   BECAUSE 
IX-1-s:1    DEMOCRAT   … 
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5. Motion-Capture Equipment, Recording, 
and Post-Processing 

As shown in Figure 2, three high-definition digital video 
cameras recorded front view, side view, and facial 
close-up views of the signer.  The video in this corpus 
release has been separated into individual video clips for 
each passage; each clip has been trimmed from the 
full-length video recording of the entire data collection 
session. The start and end keyframes (marking the 
beginning and end of each passage) were identified by 
ASL native signers in our research group who watched 
the videos at the end of the recording session.  To 
facilitate synchronizing the three video files (front, side, 
face close-up) during our post-processing, a strobe light 
was flashed once at the start of the recording session.  
Thus, as soon as the start- and end-times for each 
passage were identified in one of the three videos, it was 
straightforward to calculate the appropriate start- and 
end-times for the other two videos.  All the videos are 
released as QuickTime MOV format files, of size 
640x480, no audio, with a frame rate of 29.97 fps.  If 
there is an interest from researchers in obtaining the 
original high definition video of the full recording 
session, this may be available in a future corpus release. 

Since our goal in creating this corpus was to learn how to 
control the movements of an animated signing character, 
we knew that we would need to identify hand locations 
and joint angles of the human signer’s body throughout 
the performance.  Asking human annotators to write 
down 3D angles and coordinates from a video recording 
is time-consuming and inexact.  Using computer vision 
techniques to automatically track the movements of a 
human’s body in a video is also challenging due to the 
complex shape of the hands/face, rapid speed, and 
frequent occlusion of parts of the body during sign 
language.  Thus, we chose to employ motion capture 
technology during the collection of our corpus, as a more 
reliable and accurate way to record a precise level of 
movement detail from a human sign language 
performance.   

Full details about our equipment configuration have been 
previously described in (Huenerfauth & Lu, 2010a), but 
this information is briefly summarized here.   For our 
corpus, we record handshape; hand location; palm 
orientation; eye-gaze vector; and joint angles for the 
wrists, elbows, shoulders, clavicle, neck, and waist.  We 
use a novel combination of commercially available 
motion-capture equipment for this project, which 
includes: two Immersion CyberGloves®, an Applied 
Science Labs H6 head-mounted eye-tracker, an 
Intersense IS-900 inertial/acoustic tracker (for tracking 
the location and orientation of the signer’s head, which is 
necessary for calculating an eye-gaze vector in a room), 
and an Animazoo IGS-190 bodysuit which uses a set of 
magnetic/inertial sensors.  

To facilitate synchronization of the three videos and the 
data stream from the Animazoo IGS-190 body suit, we 
asked the signer in the motion-capture equipment to 
perform a very quick head movement (turning the head 
to one side) immediately after the strobe light was 
flashed at the start of the recording; this action was easily 
identifiable in the videos and the motion-capture data. 

Our motion-capture data was recorded using Autodesk 
MotionBuilder, which is a general-purpose 3D animation 
program that enables the input of motion-capture data 
streams during a live recording session.  For the 
convenience of future researchers viewing the 
motion-capture data recording, we have also inserted a 
virtual human figure into the MotionBuilder data file 
with body proportions that are based on the human 
signer being recorded.  The body segments of this virtual 
human are linked to the data streams of the 
motion-sensors on the body suit.  If we had not inserted 
such a virtual human figure into the MotionBuilder file, 
then the data stream recorded would merely consist of 
the individual location and orientation values of the 
sensors on the body suit.  There would be no easy way 
for future researchers to quickly visualize of the sensor 
data.  Of course, the raw sensor data is also accessible in 
the MotionBuilder file if researchers require it.    

Since we do not use motion capture techniques to record 
facial expressions of the signers being recorded, the 
virtual human figure inserted into the MotionBuilder 
files does not have any facial details.   In addition, we 
only record the upper body movement (from the hip joint 
upwards) of the human signers while they sit on a stool, 
so the position of the legs of the virtual human character 
in the MotionBuilder file is not meaningful.  The 
eye-tracking data recorded from the signers will require 
additional post-processing by our research team, and it 
has not been included in this initial corpus release. 

To minimize errors in the motion-capture data we 
recorded, we carefully calibrated the cybergloves worn 
by signers; details of the cyberglove calibration protocol 
we have designed for use in sign language recording 
projects appears in (Lu & Huenerfauth, 2009).  
Evaluations of the resulting hand motion-capture 
accuracy we achieve with the cybergloves is also 
included in (Lu & Huenerfauth, 2009). 

The Animazoo bodysuit system requires information 
about the lengths of the body segments (the bone 
lengths) of the human being recorded; this data is needed 
so that the system can determine how the human is posed 
during a recording session based on the data from the 
sensors placed on each segment of the body.  Prior to the 
recording session, we measured the body proportions of 
signer by photographing each of them while standing in 
a cube-shaped rig of known size.  In this way, we 
obtained bone-length information for each signer (which 
can be determined from the resulting photographs using 
software which accompanies the Animazoo system). 

While great care was taken in calibrating the various 
motion-capture equipment, there are still some errors in 
the body position that are visually apparent in the 
motion-capture data.  For instance, sometimes when one 
of the human’s hands touches the other, it is apparent that 
the hands of the virtual human character do not touch 
precisely.  So, there are some retargeting errors in the 
motion-capture data stream, which future researchers 
using this data may need to further process, depending 
on their research goals.  We may seek additional methods 
of cleaning-up and post-processing the collected 
motion-capture data for our future corpus releases.  
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The motion-capture data has been post-processed to 
adjust the timing synchronization of the motion-capture 
equipment.  We found that it was challenging to perfectly 
synchronize the body movement data from the body suit 
and the hand movement data from the cybergloves, due 
to inconsistencies in the data transfer rate of the 
equipment and its small drift over time.  To fix this 
timing issue, we asked researchers at our lab who are 
native ASL signers to watch the virtual human figures in 
our MotionBuilder files and to carefully edit (delay or 
advance) the timing of the glove data relative to the body 
suit data.  In this way, we were able to verify that we 
have an accurate synchronization of the glove and body 
suit data streams; each of the recorded passages in our 
corpus was checked in this manner. 

We are releasing our motion capture data in two files 
formats: FBX files and BVH files.  FBX format files are 
the original file format owned by Autodesk and used by 
Autodesk MotionBuilder; this is the original recording 
file with the virtual human character (based on the 
human signer’s body proportions) inserted into it.  Next, 
we converted the FBX files into BVH files, which is a 
popular file format for 3D animation analysis and 
processing.  BVH files are ASCII format files that 
contain two types of information: (1) a hierarchy of body 
segments sizes and joints for a figure and (2) rows of 
numerical data that correspond to information for all of 
the joints on a frame-by-frame basis.  This corpus release 
also includes time mapping information between the 
motion-capture files and the videos for each signer.  

6. Corpora Annotation  
A team of native ASL signers (including students from 
deaf high schools in New York) annotated the data using 
the SignStream™ annotation tool (Neidle et al., 2000). 
The linguistic annotations for each passage have been 
cross-checked by at least two other native ASL signers 
on our research team.  The long-term goal of our project 
is to annotate: sign glosses (with time alignment to the 
recorded video); part-of-speech of each gloss; syntactic 
bracketing (NP, VP, clause, sentence); and non-manual 
signals (role shift, negation, WH-word questions, yes-no 
questions, topicalization, conditionals, and rhetorical 
questions).   

In addition, we annotate spatial reference points (SRPs) 
when they are established during a passage, which 
discourse entity is associated with each SRP, when 
referring expressions later refer to an SRP, and when any 
verbs are spatially inflected to indicate an SRP.  These 
SRP establishments and references are recorded on 
parallel timeline tracks to the glosses and other linguistic 
annotations.   

Figure 7 shows an example of a timeline from a passage 
from our corpus that contains an SRP; it is a timeline of 

an ASL passage discussing when Osama bin Laden was 
captured.  In the example, the first time that the signer 
points to a location in 3D space around his body (glossed 
as “IX-1-s:1”), he establishes an SRP at that location to 
represent “Osama bin Laden.”  This SRP is referred to 
again later in the passage when the signer performs 
another “IX-1-s:1” sign.  A loose translation of the 
passage in Figure 7 would be: “Osama bin Laden was 
America’s No. 1 most wanted man; finally, the US 
captured him…”   

Figure 7 shows the following rows of information:  

• Row 1: Sign Performed: This row shows the 
sequence of glosses.  While there is internal 
consistency in gloss labels used within our project, 
we have not employed a comprehensive system of 
“ID-glosses” like those of (Johnston, 2009).  
However, we may further standardize and edit our 
gloss notations in a future release of our corpus. 

• Row 2: SRP#1 Establishment: This row indicates 
when the first spatial reference point (“SRP #1”) is 
established by the signer somewhere in the signing 
space.  When an SRP is established, then an 
annotation is added to this line with start- and 
end-times that align to the sign or phrase that 
established the existence of this SRP.  The label of 
the annotation is meant to be a brief gloss of the 
entity referenced by this SRP.  If there is a second 
SRP established in the signing space, then a new 
annotation row is added to the file for that additional 
SRP.  Note that the integer after the colon at the end 
of the gloss “IX-1-s:1” indicates that the pointing 
sign is referring to SRP #1.  A pointing sign directed 
at SRP #2 (if one were established) would appear as 
“IX-1-s:2”.  In this manner, each SRP is assigned an 
index number, and the gloss of each pronominal or 
verb-inflection reference to an SRP is marked with 
this index number (following a colon at the end of a 
gloss in the transcription). 

• Row 3: SRP#1 References: This row indicates 
whenever a gloss or phrase in the passage references 
an SRP that has already been established in the 
signing space.  Specifically, this row corresponds to 
SRP#1.  On the first reference to a location for an 
SRP, this row receives an annotation with a label “e” 
(for “establishment”), and subsequent references to 
this SRP during the passage are indicated with an 
annotation added to this row with a label “r” (for 
“reference”).   

Figure 8 and Figure 9 illustrate the average number of 
SRP establishments (how many unique SRPs are 
established per passage) and the average number of SRP 
references per passage for each signer in our released 
corpus.  

 

Figure 7:  Example of a timeline from a passage from our corpus that contains an SRP.  
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Figure 8:  Average number of SRPs established per 
passage for each signer in our released corpus. 

 

Figure 9:  Average number of SRP references per 
passage for each signer in our released corpus. 

In this first release of the corpus, we are distributing the 
time-aligned glosses, the annotation of the establishment 
of spatial reference points, and the English translation for 
each of the passages collected.  We anticipate publishing 
additional layers of annotation in future corpus releases. 

Text files of annotation information can be exported 
from the SignStream software, and we are including 
these plaintext versions of the annotation in this corpus 
release.  The text files consist of all the annotation 
information and the file name of the video being 
annotated; each line in the file contains one type of 
annotation, such as glosses, SRP establishment, or SRP 
references. Each item of annotation is followed by its 
start and end frame numbers, corresponding to the video. 

7. Sub-corpus of Inflected Verbs 
A goal of our research on ASL animation is to design 
mathematical models of the movements of signers’ hands 
during the production of inflected verbs (whose motion 
path and orientation is affected by how the SRPs for their 
subject and object have been set up in the signing space).  
In prior work (Lu & Huenerfauth. 2010b; Lu & 
Huenerfauth. 2011b), we needed larger numbers of 
examples of specific inflected verbs for all possible 
arrangements of subject and object in the signing space.  
This would not be possible to extract from our corpus 
because it is small in size and we would not be able to 
find all the possible combinations of each verb; so, we 
had to collect a special corpus of ASL verb movements. 

For this corpus, we were only interested in obtaining 
information about the location and orientation of each of 
the signers’ hands, not the information about head 
movement, eye gaze movement, or handshape.  Thus, we 
used a motion-capture equipment configuration which 
was faster to set up, easier for the signer to put on, faster 
to calibrate, and easier to post-process.  The trade-off is 
that less specific human body movement information 
was recorded, but this was sufficient for our ASL 
inflected verb research (Lu & Huenerfauth. 2010b; Lu & 

Huenerfauth. 2011b).  Thus, we used our Intersense 
IS-900 system alone to record both head and hand data 
for our verb corpus.  Previously, the IS-900 system was 
used only for head-tracking as part of our more complex 
equipment set-up for our unscripted multi-sentence 
corpus (section 5).  The acoustical/inertial IS-900 system 
uses a ceiling-mounted ultrasonic speaker array (Figure 
10) and a set of directional microphones on a small 
sensor to record its location and orientation.  

For each verb, the signer was recorded performing it for 
different arrangements of the subject and object in the 
surrounding signing space.  A set of color-coded squares 
were placed around the recording studio at various 
angles in a 180-degree arc in front of the signer; these 
targets were used as the subject and object SRPs for the 
various performances of inflected verb signs, for 
example, a white color target on the left could be the 
subject, and an orange color target on the right could be 
the object.  We found this use of color targets in the room 
to be less error-prone than other approaches for 
collecting many samples of ASL inflecting verbs. 

We have made use of these recordings in our prior 
research (Lu & Huenerfauth, 2011b) to produce models 
of the motion-path of ASL verbs, and we decided to also 
release this data to the research community – to facilitate 
the work of ASL linguistics or animation researchers 
studying ASL verbs.  This “verb” corpus contains a 
high-resolution video recording of the signer during the 
collection and the plaintext data files from the IS-900, 
which consists of a tab-delimited file with columns for: 
the time code (milliseconds) and for each sensor: the 
location coordinates (x, y, z) and orientation (yaw, pitch, 
roll).  Sensors were placed on both of the signer’s hands, 
the signer’s torso, and the signer’s head.  We recorded 
this “verb” corpus from three signers (different people 
than those recorded in the unscripted multi-sentential 
discourse discussed in section 5).  This small corpus 
contains several hundred instances of eight ASL inflected 
verbs: ASK (one-handed version), GIVE, MEET, 
SCOLD, TELL, EMAIL, COPY, and SEND.  The fact 
that we were able to make use of these recordings to 
produce models of ASL verb movement, which native 
ASL signers judged to be of good quality in an 
experimental study we conducted (Lu & Huenerfauth, 
2011b), is good evidence that the quality of the 
motion-capture data is sufficient for supporting 
computational linguistic research on these verbs. 

  

Figure 10: Close-up views of the hand-mounted sensor 
used in the motion capture sub-corpus data collection. 

 
8. Conclusion 

To address the lack of linguistically annotated ASL 
corpora with sufficient 3D movement detail for 
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animation research, we began a multi-year project to 
collect and annotate a motion-capture corpus of ASL. In 
this paper, we are releasing the first portion of the 
“CUNY ASL Motion-Capture Corpus,” which has been 
collected and annotated at our laboratory at Queens 
College of the City University of New York (CUNY).  
Our goal is for the digital 3D body movement and 
handshape data we collect from native signers to become 
a permanent research resource for NLP researchers, ASL 
linguists, and sign language animation researchers.  This 
corpus will allow researchers to create new ASL 
generation technologies in a data-driven manner by 
analyzing the subtleties in the motion data and its 
relationship to the linguistic structure.   

Our initial research focus is to model where signers tend 
to place spatial reference points in the signing space.  
Another early goal of our research is to discover patterns 
in the motion paths of inflecting verbs and model how 
they relate to layout of SRPs.  These models we develop 
could be used in ASL generation software or could be 
used to partially automate the work of humans using 
ASL-scripting systems. 

Because we are still collecting, post-processing and 
annotating this corpus, we plan to provide additional 
releases of this corpus in future years.  This paper has 
suggested various additional forms of annotation and 
motion-capture data that we intend to release in the 
future, and we welcome feedback from the research 
community about how this resource can be made more 
useful and accessible. 
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Abstract 

This paper presents the multilingual corpus of four European sign languages compiled in the framework of the Dicta-Sign project. 
Dicta-Sign researched ways to enable communication between Deaf individuals through the development of human-computer 
interfaces (HCI) for Deaf users, by means of sign language. Sign language resources were compiled to inform progress in the other 
research areas within the project, especially video recognition of signs, sign-to-sign translation, linguistic modelling, and sign 
generation. The aim for the corpus data collection was to achieve as high a level of naturalness as possible with semi-spontaneous 
utterances under lab conditions. At the same time the elicited data were supposed to be semantically close enough to be comparable 
both across individual informants and for all four sign languages. The sign language data were annotated using iLex and are now 
made available via a web portal that allows for different access options to the data.   
 
Keywords: Sign language technologies, multilingual sign language resources, annotation 
 

1. Introduction 
Within the framework of the Dicta-Sign project (2009-
2012) sign language resources were compiled for four 
European languages: British, German, Greek, and 
French Sign Language (BSL, DGS, GSL, and LSF). 
These resources were used to inform progress in other 
research areas within the project, especially sign 
recognition, sign-to-sign translation, linguistic model-
ling, and sign generation, which then in turn was used 
to improve sign language technology. At the same 
time the data are to serve as a self-contained resource 
for future research. 
In a first step, a multilingual lexical database pro-
viding a core lexicon of approximately 1000 entries in 
the four project sign languages was built. The shared 
list of concepts chosen for the lexicon are of everyday 
use or specifically related to the field of Dicta-Sign’s 
main topic, European travel. Signs were recorded for 
each language and annotated assigning gloss labels, 
form description (HamNoSys) and a rough meaning. 
In a second step, a new corpus on the domain “Travel 
across Europe” was produced by using the same 
elicitation materials for all four sign languages. Prior 
to the project, parallel corpus collection for sign 
languages had only been undertaken in minimal sizes 
or for spoken language simultaneously interpreted into 
several sign languages, but not for semi-spontaneous 
signing by native signers. Because of the “oral” nature 
of sign language and the risk of influences from 
written majority languages the collection of parallel 
sign language data is a difficult task. Corpus planning 
therefore needs to balance between naturalness of the 
data to be collected on the one side and the degree of 

parallelisability of the data across languages on the 
other side. Within Dicta-Sign, the aim for the data 
collection was to elicit sign language data as natural as 
possible with semi-spontaneous utterances under lab 
conditions. With respect to parallelisability of the sign 
language data, elicitation tasks had to be designed that 
result in semantically close answers without 
predetermining the choice of vocabulary and grammar 
(Matthes et al. 2010).  
Corpus data collection took place in each of the four 
countries involved in the project and the sign language 
data were annotated using iLex. A web portal was  
developed to allow access to the corpus data for 
research purposes. 
 

2. Compilation of the Multilingual 
Corpus 

A multilingual corpus on the domain “Travel across 
Europe” was compiled for the four sign languages 
involved in the project (BSL, DGS, GSL and LSF). 
Elicitation tasks were developed specifically for the 
project’s purposes. After recording had taken place in 
all four countries, the sign language data were 
annotated on different levels. 

2.1 Corpus Data Elicitation 
With the objective of gaining sign language data as 
natural as possible on the one hand and comparable 
across languages as well as individual informants on 
the other hand elicitation tasks and materials were 
designed specifically for the Dicta-Sign corpus collec-
tion. One key point in the planning was to film Deaf 
informants in pairs, interacting with each other. The 
tasks therefore mostly required the active involvement 
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of both conversational partners, asking them to discuss 
and negotiate on certain topics or to describe and 
explain things to the partner. The elicitation material 
consists of 10 different tasks, aiming at a session 
length of approximately two hours, and covers 
different interaction formats ranging from monologues 
to sequences of very short turns, also with different 
levels of predictability. It includes communication for 
transport by different means and contexts as well as 
related personal experiences (Matthes et al. 2010).  
The complex studio setup that was decided to be used 
for Dicta-Sign’s data collection consisted of seven 
cameras, two of them stereo cameras (Hanke et al. 
2010a). The different camera perspectives (front, side 
and bird’s eye view) were to help annotators interpret 
the signing. The additional stereo cameras provide 
footage that allows image analysis to reconstruct 3D 
information and help automatic processing. In each 
country, 16 to 18 informants were filmed in sessions 
lasting about two hours each. Not counting task 
explanations or material that needed to be excluded for 
certain reasons, the corpus now consists of 8 to 10 
hours of signed data from 14 to 16 different signers 
per language. 
A variety of post-processing steps were needed before 
annotation work could start, most importantly 
providing backup data, compression of the video files 
as well as precise frame-by-frame synchronisation. 
 

2.2 Annotation 
Corpus annotation work for all four sign languages 
within the Dicta-Sign project was carried out using 
iLex, an annotation environment that is linked to a 
lexical database (Hanke/Storz 2008). The video data 
were integrated into iLex and transcripts were 
produced for all tasks. At UHH, where Session 
Director had been used to run the elicitation sessions 
(Hanke et al. 2010a), it was possible to provide 
automatic tagging specifying start and end of the 
individual tasks and subtasks using time information 
from the Session Director log files. The annotation 
consists of a basic annotation on sign level for subsets 
of the sign language data as well as content tags that 
allow detecting comparable content across different 
signers and languages. 

2.2.1  Sign Level Annotation 
Sign level annotation of the corpus data is now 
available for about 40 minutes up to 5.5 hours per 
language, including segmentation of signs, lemmati-
sation, form description, as well as further details 
depending on the individual language. With regard to 
segmentation of the continuous signing it was decided 
to treat transitional movements between individual 
signs not as part of either sign (i.e. there are gaps 
between two signs during which the articulators move 
from the end of one sign to the beginning of the next). 
This approach, though more time consuming than 
segmenting once in the middle of a transition, offers 
advantages for subsequent processing: Firstly it results 
in the fact that a token tag only represents that part of 

the signal that is described by HamNoSys. Secondly, 
variation between tokens is much lower than if the 
transition would be part of the sign. 
After segmentation the individual signs were 
lemmatised, i.e. unique glosses were assigned by 
means of type-token matching. In iLex this is done by 
linking tags to type entries in the database, which 
results in filling the transcript and a growth of the sign 
language database at the same time. A form 
description of the sign types was added using 
HamNoSys (Hanke 2004).  
As a further step to enrich the corpus data, individual 
project partners conducted extra annotation work on 
data from their respective sign language: For the DGS 
data mouth patterns were annotated by assigning 
either written German words to represent mouthings 
or “MG” as a preliminary tag for mouth gestures. 
Furthermore, in addition to the annotation of Ham-
NoSys on type level form deviations between types 
and the respective tokens were tagged as such in order 
to provide more reliable training data for image 
processing. The GSL data include a tagging of clause 
boundaries, and for LSF pointing, buoys and depicting 
signs were annotated using categories close to those 
proposed in the Auslan annotation guideline provided 
by Trevor Johnston (2011), and for pointing and 
depicting signs some indication on the use of the 
signing space were added. Furthermore, English trans-
lation is provided for parts of the German, Greek, and 
French subcorpora as well as a French translation for 
the majority of the LSF data. 

 

2.2.2  Content Tagging 
The Dicta-Sign multilingual corpus is not a parallel 
corpus in the classical sense as the “oral” nature of 
sign language as well as the risk of influences from 
written majority languages do not allow for such an 
approach. Instead, the aim within Dicta-Sign was to 
elicit semantically close answers without predeter-
mining the choice of vocabulary and grammar. In 
order to allow identifying video sections in the corpus 
with comparable content across individual informants 

Figure 1: Transcript of Task “Travel Agency”  
(DGS informant) 
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and languages, especially for those parts without sign 
level annotation, content tags were assigned that 
reflect the topics the informants signed about. The 
detailedness of the content tags varies across the 
different tasks, ranging from very broad content 
descriptions that mainly reflect the given structure of 
the subtasks to a more detailed specification of the 
topics covered (see examples below). 
 
Example 1: 
For the task “Public transportation” (task 1, category 
“Route descriptions”) the informants are asked to 
explain how to get from a certain place to another 
using public transportation. A map is provided to both 
of them displaying different means of public transport 
and stations. In five subtasks different stations are 
given as departure and destination points and each 
informant is asked to suggest one possible route per 
subtask. 
For each subtask between nine and 12 different routes 
were described. While many of the 60 informants 
described similar routes, several routes occurred only 
once or twice. Mapping information was needed to 
compare information from the different sign 
languages: Route codes were agreed on and pictures 
were produced for each of the routes in order to ease 
the mapping (see pictures below). Discussion about 
the chosen routes was included in the route tags, but in 
cases were further discussion evolved (e.g. advantages 
of taking the bus) this was tagged separately. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
Example 2: 
For the task “At the airport” (task 4, category 
“Description of Places and Activities”) one informant 
is asked to explain the procedures taking place at the 
airport as if the other has never travelled by plane 
before. Pictures displaying different aspects as check-

ing in, boarding, and baggage claim are shown in 
chronological order. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
The content tags distinguish the different steps that 
were described by the individual informants. Most of 
the topics are directly related to the elicitation material 
– as e.g. check-in, information board, security check, 
food and drinks on board, and baggage claim – and 
were covered by almost all 23 informants across three 
sign languages.1 However, additional topics occurred: 
e.g. Preparation of the trip was mentioned by four 
informants (DGS, GSL, and LSF), airplane fuelling by 
three informants (GSL and LSF) and Amusement 
activities on board by 10 informants altogether (DGS, 
GSL, and LSF). 
 
Example 3: 
For the task “Expectation & Reality” (task 6, category 
“Narration”) the informants were asked to tell short 
stories based on picture cards showing somebody’s 
expectations of a certain situation and the actual 
situation. Topics of the stories were: small hotel room, 
cancelled flight, crowded museum, posh restaurant, 
rained off BBQ, and missed sunset.  
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
                                                             
1 Only one informant per pair performed this task. For 
BSL tagging of this task is not available. 

Figure 4: “At the airport” (German version) 

Figure 2: Route R2.2 (by 23 signers) 

Figure 3: Route R2.6 (by 1 signer) 

Figure 5: Example from the task explanation 
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With respect to content tagging, the signing was first 
segmented into individual stories (i.e. subtasks), using 
Session Director log file information where available, 
and further divided into the ‘expectation’ and the 
‘reality’ part of the story. For this task, applying only 
two content tags per subtask seems appropriate to 
mark the content, as the individual stories told by the 
informants are comparably short. For example, in the 
DGS data the content tags are – depending on the 
subtask – of a length ranging from 15sec up to 
1min:19sec, with the ‘expectation’ part always being 
slightly longer than the ‘reality part’. This results in 
stories with an average length of about 1min:20sec. 
Both parts of the six stories could be detected in the 
data of almost all informants of the four sign 
languages. 
 

2.3 Metadata 
Personal metadata was collected from the informants 
by means of questionnaires based on the IMDI 
standard with sign language-specific extensions as 
defined in Crasborn/Hanke 2003. As that set covers a 
variety of purposes for metadata (e.g. to support 
language acquisition studies), but does not explicitly 
define subparts, Dicta-Sign defined a subset that 
seemed suitable for the kind of study conducted here 
and also minimised the questionnaire filling effort for 
the informants. 
Metadata was collected in a finer granularity than 
appropriate for publication, however standards are not 
yet available that specify suitable coarsenings for such 
data. Therefore, two levels of coarsening were defined 
within Dicta-Sign for different publicity levels of 
informant data (see below on portal structure). For 
example, the informant’s date of birth is converted to 
the age in years for restricted access and age range 
(e.g. 41-50) for public access. 
For the time being, data are made available in IMDI 
session file format. We plan, however, to convert 
these data into the CMDI component structure. 
 
 

3. Exploitation 

3.1 The Dicta-Sign Web Portal 
A web portal was developed to allow access to the 
Dicta-Sign language resources for public use as well 
as research purposes. It can be accessed from the 
Dicta-Sign website: http://www.dictasign.eu/Main/ 
Portal. Besides Dicta-Sign’s basic lexicon and further 
training data for sign recognition the portal presents 
the multilingual corpus, allowing for different access 
options to the data. 
 
 
 
 
 

 
 

 

3.1.1  Layout 
The Dicta-Sign web portal offers different approaches 
to access the corpus data:  
 
• By Language & Informants: For every sign 

language the available recording sessions (i.e. 
pairs of informants) are listed. Via the sessions 
all tasks performed by the respective informants 
as well as informant metadata information can be 
accessed.  

• By Task & Languages: For each task that the 
informants were asked to perform a short des-
cription as well as the elicitation material is 
provided. Grouped by languages, all data-by-task 
items for a certain task are listed and can be 
accessed. In addition, the content tags defined for 
each task are presented. 

• By Task & Topics: This approach makes use of 
the topics identified as part of the annotation 
process. By listing all content tags of the indivi-
dual tasks it allows access to comparable data 
across individual informants and languages.  

 
 
 
 
 
 

Figure 6: The Dicta-Sign web portal 
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3.1.2  Access Levels 
There are three accessibility levels to the corpus data:  
 
• Publicly available on the project site: Metadata 

and “appetisers” to the video and transcript data.  
Information on elicitation materials is at the same 
level of detail as previously published (Matthes 
et al. 2010).  

• Restricted access for researchers: Elicitation 
materials available for researchers’ own purposes 
as well as to fully understand the data collection. 
Video and transcript data as available in a 
standard format (H.264 for video, ELAN and 
iLex export format for transcripts), more detailed 
metadata. 

• The third level is not available online, but 
requires arrangements between the researcher 
interested and the individual partner owning the 
data. This includes higher-resolution less com-
pressed video and stereo data and even more 
refined metadata.  

 
The corpus video and annotation data linked to the 
portal via the different access options are made 
available as videos with and without subtitles, in iLex 
export format as well as in ELAN format. The 
elicitation material including task explanations in the 
respective sign language is provided as Keynote or 
PowerPoint documents.  
Additionally the web portal includes contact forms for 
researchers who request higher-resolution and stereo 
data from individual partners or ask to contact infor-
mants to be given access to more detailed metadata or 
to suggest additional data collection. 
 
 

3.2 Finding the most Parallel Content Tags 
The content tagging, as described in chapter 2.2.2, 
facilitates a rough comparison of the corpus data on 
the semantic level. Via the “Task & Topics” approach 
of the portal access to individual topics is provided 
and allows for direct comparison across languages and 
individual informants. The problem remains how, for 

a given topic tag, to find the closest match in another 
language, from the set of identically tagged stretches 
of signing offered by the portal. 
Here we report on the experiments undertaken to gain 
a better understanding of what can be done for sign 
language corpora. For written language texts, a variety 
of similarity measures have been suggested in the 
literature, often relying on probabilistic models. As the 
needed statistical data are not yet available for sign 
language lexicons, we started with a very simple 
measure, namely lexical overlap count relative to 
sample size within one language (DGS) in the “At the 
airport” task. Not surprisingly, this measure highly 
depends on lexical variation. In fact, it becomes 
useless if signers with different sign dialects are 
involved. However, computing overlap in the semantic 
domain (concept entries assigned as meanings to the 
types) and thereby eliminating the influence of lexical 
variation provided results coming close to the 
annotators’ intuition. 
In order to apply this approach to content tags from 
different languages, a common semantic basis such as 
compatible SignNets in the sense of WordNets would 
be needed. Dicta-Sign has provided a list of 1000 
concepts and signs in each of the four project 
languages for each of these. In many cases, WordNet 
sense keys could be assigned to the concepts whereas 
in other cases the sign languages require a granularity 
not provided by a WordNet for English. 
Now we used the same measure as before, but only the 
instances of types with meanings in the 1000 concepts 
list could be taken into account. In our test case – 
DGS-BSL – this meant a reduction of the counts to 
one third, to sample sizes of 10-80 concepts. Overlap 
measures were no longer comparable, but seemed to 
provide tendencies nevertheless. 
In order to provide more reliable measures, larger 
cross-language resources would be needed, ideally a 
“EuroSignNet”. 
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Abstract   

In  this  paper,  we  will  present  the  advantages  of  having  a  reference  dictionary,  and  how  having  a  corpus  makes  dictionary  making  easier  
and  more  effective.  It  also  gives  a  new  perspective  on  sign  entries  in  the  dictionary,  for  example,  if  a  sign  uses  one  or  two  hands,  or  
which  meaning   “genuine   signs”  have,   and   it   helps   find   a  model   for   categorization  of  polysynthetic   signs   that   is   not   found   in   the  
dictionary.  Categorizing  glosses  in  the  corpus  work  has  compelled  us  to  revisit  the  dictionary  to  add  signs  from  the  corpus  that  are  not  
already  in  the  dictionary  and  to  improve  sign  entries  already  in  the  dictionary  based  on  insights  that  have  been  gained  while  working  on  
the  corpus.   
 
Keywords:  Swedish  Sign  Language,  lexicography,  sign  language  corpus,  sign  entries 
 

1. Introduction 
For   many   years,   a   primary   challenge   for   lexicography  
work  in  sign  languages  has  been  to  describe  signs  and  the  
meaning  of  the  signs.  The  choice  of  signs  to  include  in  a  
sign  language  dictionary  is  often  based  on  the  intuition  of  
native   signers   and   their   experiences   as   sign   language  
researchers,  lexicographers  and  sign  language  teachers  for  
beginners.  One  of  the  troublesome  tasks  in  Swedish  Sign  
Language   dictionary-making,   as   for   many   other  
dictionaries,  is  to  create  a  dictionary  entry  for  a  sign  that  
has   more   than   one   meaning   (cf.   Ordbog   over   Dansk  
Tegnsprog   and   Suvi   -   Suomalaisen   viittomakielen  
verkkosanakirja).   Lemmatization   of   signs   in   signed  
language   corpora   is   one   of   the   ways   corpus   work   can  
inform  dictionary-making.  But  there  is  no  clear  consensus  
on   the   definition   of   lemmatization   in   Swedish   Sign  
Language,   despite   lexicographers  having  many   years   of  
experience  with  this  problem.   
 
Sign   language   corpora   constitute   a   revolution   in  
dictionary-making,   giving   lexicographers   a   new  
opportunity   to   transfer   some   meanings   (contextual  
meaning)   of   a   sign   from   corpus   to   dictionary,   and   to  
demonstrate   use   in   context.   Here   we   discuss   the  
advantages   of   having   a   reference   dictionary   (see  
Johnston,   2008;;   Ormel   &   et   al.,   2010;;   Schembri   &  
Crasborn,   2010)   and   how   having   access   to   a   corpus  
should  make  dictionary-making  easier  and  more  effective.  
This   article   also   provides   a   new   perspective   on   sign  
entries  in  the  dictionary,  from  different  points  of  view. 
 

2. Swedish  Sign  Language  Corpus 
The  Swedish  Sign  Language  Corpus  Project,   henceforth  
SSLC,  was   created   over   a   three-year   span,   from   2009–
2011.  During  this  period,  we  recorded  42  informants  aged  
20  to  82  from  several  different  regions  in  Sweden.  These  
recordings  consist  of  free  conversations  and  storytelling,  
as  well  as   retellings  of,   for  example,   “The  Snow  Man”.  

During   the   project,   we   developed   transcription  
conventions   for   annotation   work   with   sign   language  
discourses  (Wallin  et  al.,  2011),  thanks  to  a  great  deal  of  
earlier   experience   with   transcription   in   sign   language  
discourse,  but  there  is  much  to  be  learned  from  others,  and  
we   need   to   develop   the   transcription   work   with   ELAN  
further  (for  more  about  ELAN,  see  Crasborn  et  al.,  2008).   
 
The  aim  of  the  SSLC  is  to  publish  an  accessible  collection  
of  sign   language  discourses  on   the  web   in  autumn  2012  
(Mesch,   Wallin,   Nilsson,   Bäckström,   Johansmide   &  
Bergman,   2012),   and   it   is   intended   that   the   corpus  will  
provide   an   accurate   impression   of   what   Swedish   Sign  
Language  sentences  look  like,  as  well  as  to  contribute  new  
signs  and  variants  for  the  online  version  of  the  SSLD.  The  
SSLC   was   especially   constructed   for   the   purpose   of  
documenting   sign   language   discourses   and   to   facilitate  
dictionary-making  rather  than  for  sociolinguistic  analysis,  
as  has  been  the  case  for  the  sign  language  corpora  used  for  
British   Sign   Language   (BSL),   Sign   Language   of   the  
Netherlands   (NGT)   and,   to   some   extent,   the   Australian  
Sign  Language  (Auslan).  Additionally,   the  German  Sign  
Language  Corpus  (e.g.  Hanke,  2002)  is  close  to  being  a  
dictionary   itself.   At   any   rate,   it   is   our   hope   that  
SSLC-based  studies  will  be  of  great  importance  to  future  
research  in  sign  linguistics,  not  only  by  making  it  possible  
to  analyze  Swedish  Sign  Language  grammar,  but  also  to  
be  useful  for  a  variety  of  educational  purposes. 
 

3. Lexicography 
A   lexicographic   work   of   Swedish   Sign   Language   was  
initiated   in   1988   in   the   Sign   Language   section   of   the  
Department   of   Linguistics   at   Stockholm   University.   In  
2001,  the  first  dictionary  resulting  from  the  project  went  
online,  and  it  was  entitled  the  Digital  version  of  Swedish  
Sign  Language  Dictionary.  A  follow-up  dictionary  called  
the   Swedish   Sign   Language   Dictionary   was   created   in  
2008   and   has   been   in   development   since   (see   Mesch,  
Wallin   &   Björkstrand,   in   this   volume).   Today,   it   has  
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approximately   8,000   sign   entries.   There   are   also   nine  
lexical   databases   with   specialized   lexicons   in   Swedish  
Sign  Language,  totaling  4,300  sign  entries,  of  which  some  
are  also  found  in  the  Swedish  Sign  Language  Dictionary,  
henceforth  the  SSLD.  In  the  SSLD,  a  sign  is  described  in  
terms  of  its  handshape,  orientation,  location,  movement,  
Swedish   translations,   and   sign   transcription.   The  
lexicographic   work   group   associated   with   this   project  
documents  the  vocabulary  of  Swedish  Sign  Language  and  
continuously  updates  the  web-based  dictionaries. 
 
New   entries   are   created   not   only   as   a   result   of  
observations  of  the  various  lexicographers  involved  with  
the  project,  but  also  user  searches  for  words  not  currently  
in   the   dictionaries.   There   are   also   some   specialized  
databases  pertaining,  for  instance,  to  healthcare.  The  work  
of   the   lexicographers   is   often   based   on   their   intuitions  
concerning   language,   but   also   on   their   studies   in   sign  
language   linguistics.   With   respect   to   the   method   for  
creating   sentences,   the   (extern)   actors   are   given   still  
photos   only,   in   which   a   person   is   presenting   a   sign,  
without   any   written   Swedish   words   being   introduced.  
This   creates   associations   with   many   signs   of   different  
meanings.  Then  the  sign  actors  have  to  devise  their  own  
usage  examples  in  the  form  of  sentences.  This  elicitation  
may  be  good,  but  in  the  future  it  will  be  combined  with  the  
possibility  for  lexicographers  to  look  up  related  sentences  
in  the  corpus  and  change  them  to  a  suitable  form  for  use  in  
the  dictionary. 
 

4. Annotation  work  with  glosses 
In  the  annotation  work  for  the  corpus,  a  suitable  gloss  for  
a  sign/utterance  is  needed  that  is  intended  to  be  equivalent  
to  the  SSLD  sign  entry.  There  it  is  possible  to  find  a  sign  
through   by   several   through   several   possible   fields   (see  
Mesch,   Wallin   &   Björkstrand,   this   volume).   Corpus  
annotators   can   search   handshape,   movement,   place   of  
articulation,  or  Swedish  keyword,  and  receive  a  specific  
gloss  for   this  sign.  Annotators  have  often  checked  some  
signs  in  the  SSLD  thanks  to  possibilities  in  searching  for  
example   handshape.   A   gloss   ARBETA   ‘to   work’   is  
intended   for  a   sign  ARBETA/ARBETE  ‘to  work/work’,  
see  fig.  1.  The  gloss  would  be  the  same  in  the  SSLC  and  
the  SSLD,  but  it  is  crucial  because  of  their  different  points  
of  view. 
 
Thus,   the   SSLC   team   has   created   the   controlled  
vocabulary   in   ELAN   for   the   SSLC   with   only   the  
signs/utterances   that   appear   in   dialogues   and   elicited  
narratives  in  the  corpus.  The  controlled  vocabulary  does  
not   contain   all   the   sign   entries   from   the   SSLD.  
Additionally,   annotators   use   the   SSLD   only   to   check  
which  gloss  is  written  for  a  sign  in  the  SSLD    However,  it  
is  sometimes  difficult  for  an  annotator  to  guess  a  gloss  in  
annotation  work   through  only   the  controlled  vocabulary  
because  the  controlled  vocabulary  show  only  the  glosses  
of  the  Swedish  word,  not  the  meaning. 
 

In   earlier   work   (Mesch  &  Wallin,   2008),   we   discussed  
sign  variants,  for  example,  the  sign  SPRINGA  ‘run’,  and  
how   to   annotate   these   instead   of   using   annotation/  
transcription  conventions  with  SPRINGA-1,  SPRINGA-2  
and  SPRINGA-3.  Such  variants  highlight   the  need  for  a  
reference  dictionary  so  that  annotators  can  select  the  gloss  
that  is  used  in  the  SSLC.  In  the  SSLC,  we  have  chosen  to  
use   the   convention   GLOSS   (handshape   for   sign  
transcription  for  SSL)  like  this: 

- SPRINGA(G)    ‘RUN-clenched  hand’ 
- SPRINGA(Lböjd)    ‘RUN-hook  finger  hand’   
- SPRINGA(Ω)    ‘RUN-double  hook  hand’ 

 
Annotators  would  find  suitable  glosses  to  use  for  signs  in  
the  SSLD,  as  a  prototype  is  shown  in  figure  1.  See  also,  
for   example,   the   Danish   Sign   Language   Dictionary  
(Kristoffersen  &  Troelsgård,  2010). 
 

 
Figure  1:  Reference  dictionary  with  suitable  gloss  for  

annotators 
 

5. Different  point  of  views  for  glossing   
Here   we   provide   some   examples   of   different   points   of  
view   for   glossing   between   the   SSLD   entry   and   SSLC  
gloss.  Some  problems  are  shown  in  figures  2-4.  One  sign  
entry  can  have  many  keywords  in  Swedish  in  the  SSLD  
(see   figure   2).  The   sign   in  SSLC   is  written   in  only  one  
gloss,   SKRIVA-PÅ   (sign).   This   means   that   many   sign  
entries  would  be   created   in   the  SSLD,   if   it   is   to   follow  
SSLC  annotation  conventions.   
 

 
Figure  2:  Dictionary  entry:  skriva  på  (sign  for  a  football  
team),  underteckna  (sign  a  letter),  justera  (verify  protocol  

of  meeting),  signera  (sign  your  initials).   
 
As  shown,  there  are  some  challenges  to  finding  a  suitable  
gloss  in   the  SSLC  annotation.  For  example,  for  the  sign  
EREKTION   ‘erection’   in   figure  3,   the   corpus   annotator  
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would   write   a   more   detailed   gloss   with   the   purpose   of  
indicating  a  correct  meaning,  whereas  in  the  SSLD  a  more  
general   meaning   would   be   chosen.   That   is,   it   does   not  
pertain  only  to  the  stiffening  of  a  man’s  penis,  but  also  to  a  
woman’s  clitoris.  In  the  SSLC,  this  would  be  glossed  as  
PENIS-STYV   (‘penis-stiff’).   This   means   that   this  
particular  sign  entry  in  the  SSLD  needs  to  be  changed.   
 

 
Figure  3:  Dictionary  entry:  erektion  (erection)   

 
 
A  gesture-like  sign  is  one  debatable  example  in  annotation  
work;;  for  example,  ‘inte  mitt  problem’  (not  my  problem)  
is   found   in   the   SSLD   and   also   figure   4.   In   the   corpus  
annotation  for  the  SSLC,  the  gloss  ‘(g-)PF’  (palm  fronted)  
is   used.   In   the   corpus   material,   a   similar   sign   with   a  
different  meaning  “200  members  and  not  more”  is  found  
(see  figure  5).  (g-)PF  in  the  SSLC  has  a  different  meaning  
than  in  the  SSLD  ‘not  my  problem’.  Further  analysis  will  
be  needed  to  resolve  inconsistencies  like  this.     
 
Another  example   in   the  SSLD  is   the   sign  entry  BJÖRN  
with   two  keywords   in  Swedish:   ‘nalle’   (teddy  bear)  and  
‘bear’   (bear).   But   in   the   SSLC,   this   is   transcribed   as  
NALLE   (teddy   bear)   or   BJÖRN   (bear)   following   the  
mouth   movement   rather   than   the   signs.   Such   examples  
show  the  importance  of  having  a  reference  dictionary. 
 
The   annotation   work   for   SSLC   has   created   many  
questions   for   the   SSLC   and   lexicographic   work   and  
creates  a  great  opportunity  to  develop  the  dictionary  to  a  
greater  degree.  Usage  examples  for  signs  will  not  have  to  
always  be  constructed  by  lexicographers  but  can  also  be  
taken  from  the  corpus  material. 
 

 
Figure  4:  Dictionary  entry:  inte  mitt  problem  (not  my  

problem).   
 
 

 
    GET-1                                  TWO                          HUNDRED                                                 

 
ONE-MORE                    MORE                    MEMBER                                                 

 
(g-)PF                          REALLY                      MEMBER                                                 

 
CLEAR 

Figure  5:  A  sentence  from  the  SSLC  ‘…ni  fick  två  hundra  
medlemmar  till,  om  ni  fick  det…’  (’…you  had  two  

hundred  members  more,  if  you  had  that...).   
 
 

6. Back  to  the  dictionary 
Categorizing  glosses  in  the  corpus  work  has  compelled  us  
to  return  to  our  dictionary  and  refine  sign  entries.  Signs  in  
the  corpus  that  are  not  already  in  the  dictionary  need  to  be  
added.  Therefore,  suitable  glosses  are  not  taken  from  the  
SSLD   to   the   SSLC,   only   keywords.   After   years   of  
annotation,  we  see  the  need  to  have  a  part  of  the  gloss-ID  
in  the  SSLD  for  future  uses.   
 
Annotating  corpus  material  also  gives  some  ideas  of  what  
signs   to   include   in   the   SSLD,   such   as   semi-lexicalized  
signs,  (p-)signs  with  a  high  frequency  (figure  6). 

 

 
Figure  6:  Gloss  in  SSLC: 

(p-)VARELSE(L)-KOMMA   
’(p-)being(index  finger)-COME’ 
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Some   new   dictionary   entries   will   be   affected   by   the  
corpus   annotation   work,   for   example,   two   dictionary  
entries,  NALLE  (teddy  bear)  and  BJÖRN  (bear),  would  
be   separated   and   added   in   the   SSLD.   Also,   signs   with  
different  parts  of  speech,  e.g.  subject  and  verb,  are  already  
separated  in  the  SSLD,  but  they  need  to  be  verified  when  
we  get  more  grammatical  information  from  the  corpus. 
 

7. Conclusion 
The  annotation  work  for  Swedish  Sign  Language  Corpus  
has  given  its  annotators  and  the  lexicographers  from  the  
Swedish   Sign   Language   Dictionary   an   opportunity   to  
discuss  the  material  and  learn  from  each  other.  Glossing  
corpus   material   provides   clues   as   to   which   signs   to  
include  as  we  continuously  update  the  online  SSLD.  The  
lexicographic   work   will   not   strictly   follow   some  
regulations,  but  it  will  be  open  to  opportunities  for  further  
development  and  to  serve  the  needs  of  users  better. 
 
Other   avenues   for   future   collaboration   will   include  
creating  shortcuts  between  the  SSLD  entries  and  places  in  
corpus   recordings   where   a   particular   sign   is   used.  
Although  corpus  material  cannot  cover  all  signs  and  their  
uses   in   different   registers   and   situations,   if   used   in   the  
right   way,   it   can   be   an   important   part   of   the   learning  
process  by   illustrating  some  of   the  ways   in  which  signs  
can  be  used  through  examples  of  actual  usage. 
 
We  have  found  in  our  work  that  we  must  often  shift  from  
the   SSLD   to   the   SSLC   and   back   to   the   SSLD   when  
annotating  our  corpus  materials.  And,  as  we  do,  we  find  
difficulties   arising  one   after   the  other.   Thus,  we   see   the  
importance  of  having  a  reference  dictionary;;  however,  it  
is  important  to  note  that  if  they  are  associated  too  strongly,  
both   individual  parts   lose  autonomy  and   the   strength  of  
their   appeal   to   different   “cultures”,   or   points   of   view.  
Anyway,   it   is   good   for   them   to   make   a   contribution   to  
each  other,   for  example,   to  see   if  a  sign  has  one  or   two  
hands  for  a  main  sign  entry  and  its  variant,  and  to  find  a  
model   for   categorization   of   polysynthetic   signs   that   are  
not   found   in   the   dictionary.   This   kind   of   discussion  
between   the   two   projects   helps   both   the   SSLD   and   the  
SSLC   become   more   useful   resources   for   students,  
teachers  and  researchers. 
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Abstract   
Sign  language  resources  are  necessary  tools  for  adequately  serving  the  needs  of  learners,  teachers  and  researchers  of  signed  languages.  
Among  these  resources,  the  Swedish  Sign  Language  Dictionary  was  begun  in  2008  and  has  been  in  development  ever  since.  Today,  it  
has  approximately  8,000  sign  entries.  The  Swedish  Sign  Language  Corpus  is  also  an  important  resource,  but   it  is  of  a  very  different  
kind   than   the   dictionary.   Compiled   during   the   years   2009–2011,   the   corpus   consists   of   video   recorded   conversations   among   42  
informants  aged  between  20  and  82,  from  three  separate  regions  in  Sweden.  With  14  %  of  the  corpus  having  been  annotated  with  
glosses  for  signs,  it  comprises  total  of  approximately  3,600  different  signs  occurring  about  25,500  times  (tokens)  in  the  42  annotated  
sign  language  discourses/video  files.  As  these  two  resources  sprang  from  different  starting  points,  they  are  independent  from  each  
other;;   however,   in   the   late  phases   of   building   the   corpus   the   importance   of   combining  work   from   the   two  became   evident.   This  
presentation  will  show  the  development  of  these  two  resources  and  the  advantages  of  combining  them.   
 
Keywords:  Swedish  Sign  Language,  sign  language  dictionary,  sign  language  corpus,  web-based  sign  language  resources   

1. Introduction 
In  Sweden,  a  sign   language  resource,  namely   the  online  
Swedish  Sign  Language  Dictionary,  henceforth  SSLD,  is  
frequented   by   language   learners,   schools,   teachers,  
curious  visitors,  researchers,  and  annotators.  Not  only  has  
it   been   on   the   ten   top   list   of   Stockholm   University  
websites,   but   it   also   ranks   high   among   more   general  
educational   resources   in   Skollink.   Another   forthcoming  
resource,  The  Swedish  Sign  Language  Corpus,  henceforth  
SSLC,  will  also  be  an  important  resource,  but  it  will  have  
different   uses   than   the   dictionary.   Created   during   the  
years   2009–2011,   the   corpus   consists   of   video   recorded  
conversations  of  42  informants  aged  between  20  and  82,  
from  three  regions  in  Sweden  (see  Mesch  &  Wallin,  this  
volume). 
 
The  two  resources  have  had  different  starting  points  and  
sources  and  have  also  followed  different  timelines.  Work  
on   the   SSLD   began   many   years   ago   and   is   still   under  
development,  while   the  SSLC  was   created   according   to  
other   criteria   and   includes   semi-spontaneous   dialogues  
and  narratives  that  the  dictionary  does  not  have  (Mesch,  
Wallin,  Nilsson  &  Björkstrand,  2010).  Although  they  are  
clearly   independent   of   each   other,   in   the   late   phase   of  
corpus  creation,  we  discovered  areas  in  which  the  SSLD  
and  the  SSLC  could  be  improved  if  they  were  to  work  in  
cooperation.   
 

2. Online  Swedish  Sign  Language  
dictionaries   

The  first  version  of   the  online  dictionary  was  created   in  
2001;;  it  was  called  the  Digital  version  of  the  Swedish  Sign  
Language   Dictionary   and   included   3,132   sign   entries.  
This  was  the  result  of  lexicology  work  initiated  in  1988  by  
the   Sign   Language   section   of   the   Department   of  
Linguistics   at   Stockholm   University.   This   dictionary  
includes  video  files  for  signs  taken  from  a  printed   

 
dictionary   of   the   Swedish   National   Association   of   the  
Deaf   (1997).   Then,   nine   databases   with   specialized  
lexicons  in  Swedish  Sign  Language,  with  a  total  of  4,300  
sign   entries,   were   created   during   the   years   2004–2011.  
The  Swedish  Sign  Language  Dictionary,   the  SSLD,  was  
created   in   2008   and   has   been   in   development   since.  
Today,  it  has  approximately  8,000  dictionary  sign  entries,  
including   parts   of   the   specialized   databases   mentioned  
above   (see   figure   1).   The   lexicographic   work   group  
documents   Swedish   Sign   Language   vocabulary   and  
continuously   updates   the   web-based   dictionaries.   All  
these   databases   are   created   as   FileMaker   Pro   database  
files   and   are   available   online   at  
http://www.ling.su.se/teckensprak 
The  SSLD  has  four  versions:  a)  an  Internet  version,  b)  a  
Tecklex  (simpler  version),  c)  a  mobile  version,  and  d)  a  
mobile  app  for  the  iPhone  (and  later  for  the  Android). 

 
Figure  1.  Lexicographic  SSL  databases 

 
Each   sign   entry   consists   of   four   tabs:   sign,   variant,  
example   (sentence),   and  photo  and  sign  notation.   In   the  
tab   for   ‘sign’,   the   sign   demonstration   is   shown   with   a  
description   of   the   shape   and   keyword(s)   (see   figure   2).  
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From  there  you  can  also  click  through  to  the  other  signs  of  
the  same  forms  but  with  other  meanings  (cf.  homonyms)  
or  to  other  signs  with  the  same  meaning  (cf.  synonyms).  
In   the   tab   for   ‘variant’,   signs  are  shown  as  one  or  more  
variants,  for  example,  a  sign  can  be  performed  by  one  or  
two  hands,  or  it  may  be  performed  as  a  compound  sign.  It  
also  contains  the  form  description  of  the  variant.  In  the  tab  
‘example’,   there   are   one   or   more   usage   examples  
provided   as   sentences   in  which   the   sign   is   used   for   the  
translation   into   Swedish   (see   figure   3).   In   the   tab   for  
‘photo  &  notation’,  there  is  a  sequence  of  one  or  more  still  
photos  of  sign  demonstration  (for  example,  for  printing)  
and  notation. 

 
Figure  2.  Sign  entry  in  the  SSLD 

 
Figure  3.  Example  usage  in  sentences  in  the  SSLD 

 
Figure  4.  Searching  fields  in  the  SSLD 

 
As  shown  in  Figure  4,   there   is  a  variety  of  search  paths  
one  can  take.  These  paths  are  a)  Swedish  word;;  b)  subject,  
which  is  a  list  of  signs  associated  with  a  specific  domain,  
such   as   technology,   family   and   clothing;;   c)   Swedish  
words   in   translated   sentences,  which   can   be   selected   to  
show   the  dictionary  user  how   specific   signs  are  used   in  
sentences;;  d)  numeral,  which  consists  of  a  list  of  numeral  
sign  or  sign  with  incorporated  number;;  e)  ID-number,  for  
those   cases   in  which   the  user   knows   the  number  of   the  
sign   entry;;   f)   manual   alphabet,   which   displays   the    
Swedish  manual  alphabet  as  a  list;;  g)  place  of  articulation;;  
i)   handshape   for  one  or   two  hands;;   j)   unusual/old   signs  

that  exist  but  are  not   in  common  use   today   (often  signs  
used   by   older   generations,   but   not      younger   ones);;   k)  
regions,  in  which  signs  are  divided  by  region  of  location  
and   former   location   of   deaf   schools;;   l)   sign   language  
phrases  such  as  'good  morning',  'how  are  you?'  or  'cannot  
afford';;   and   m)   fingerspelling,   which   consists   of  
fingerspelling   signs,   fingerspelling   affixes   and  
fingerspelling  parts  in  sign  compounds.   
   
Each   sign   entry   consists   of   a   unique   identification  
number,  and  each  new  entry  is  assigned  a  unique  number.  
This   makes   it   possible   for   a   sign   to   be   referred   to   via  
phone,  e-mail  or  written  communication.   
 
When   searching  on   handshapes  or   place  of   articulation,  
there  are  several  approaches  that  can  be  used.  If  the  search  
is   for   a   sign   through   handshape,   users   can   answer   a  
prompt  that  asks  for  the  number  of  hands  and,  in  the  case  
of  two  hand  signs,  whether  both  hands  are  active,  or  just  
one.   After   users   make   their   selection,   another   box   is  
presented,  and  the  user  can  still  choose  to  see  the  sign  list  
(figure   5),   or   search   further,   for   instance,   for   a   specific  
handshape.   If   a   search   for   place   of   articulation   is  
conducted,  then  a  box  with  a  list  of  the  different  places  of  
articulation   appears.   After   it   is   chosen   another   box  
appears  and  asks  for  the  number  of  hands  followed  by  a  
new  box  where  the  user  can  choose  to  see  the  sign  list  or  
go  on  to  look  at  handshape. 

 
Figure  5.  Sign  list  in  the  SSLD 

 
We  have   looked  at  which  of   the  paths   are  used  by  most  
SSLD  users,   in   January  2012.  Of   the   top   five,   Swedish  
Words   is   the   most   common   search   path,   followed   by  
Subject,  Hands,  Swedish  Words  in  Translation  Sentences,  
and  Place  of  Articulation  (see  table  1). 
 
Searching field hits  

Swedish word, e.g. mindre 32536 

Subject, e.g. sport 1570 

Handshape, e.g. hooked finger hand 506 

Swedish word in translated sentences, 
e.g. mindre 

416 

Place of articulation, e.g. nose 368 

Table  1.  The  most  common  search  paths  for  SSLD  users   
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3. Upcoming:  Swedish  Sign  Language  
Corpus 

The   Swedish   Sign   Language   Corpus,   or   SSLC,   (2009–
2011)  is  a  project  being  carried  out  by  the  Department  of  
Linguistics,   Sign   Language   Section,   Stockholm  
University,  and  is  funded  by  Riksbankens  Jubileumsfond.  
The   aim   of   the   project   is   to   publish   an   accessible  
collection  of  sign  language  discourses,  or  a  ’corpus’  with  
(Swedish)   glosses   and   a   translation   into   Swedish.   It   is  
intended   to   provide   an   accurate   impression   of   what  
Swedish   Sign   Language   sentences   look   like   and  
contribute  new  signs  and  variants  of  signs  for  the  SSLD  
on   the  web.  Making  Swedish  Sign  Language  discourses  
accessible  like  this  means  the  corpus  can  also  be  used  to  
develop   teaching  materials   for  Swedish  Sign  Language,  
and  it  will  offer  the  opportunity  to  show  or  analyze  at  the  
level  of  a  specific  sign,  groups  of  sentences,  or  an  entire  
chunk   of   discourse   when   teaching   sign   language.  
Corpus-based   studies   will   be   of   major   importance   to  
future   research   in   sign   linguistics,  making   it  possible   to  
analyze  Swedish  Sign  Language  grammar,   as  well  as   to  
facilitate  research  in  such  areas  as  the  sociolinguistics  of  
sign  language  and  translation  studies. 
  
All  of  the  corpus  material  has  been  edited,  but  only  14%  
of   the  25  hours  of  material  we  have  has  been  annotated  
with  (Swedish)  glosses  and  a  translation  into  Swedish  to  
date;;  approximately  2  hours  and  30  minutes  have  so  far  
been   annotated   with   the   annotation   software   ELAN  
(Crasborn,  et  al,  2008)  (see  figure  6).  The  annotation  work  
is   very   time-consuming.   During   the   project,   the  
transcription   conventions   for   the   corpus   work   were  
supplemented   with   instructions   for   annotating  
polysynthetic  signs  (Wallin,  Mesch  &  Nilsson,  2011),  and  
they  will  be  updated  again  in  the  future.   
  
We  are  currently   investigating  which  web  portal  will  be  
best  suited  for  the  corpus  material.  The  aim  is  to  publish  
the   first   fully   annotated   video   files,   with   (Swedish)  
glosses   and   a   translation   into   Swedish   during   2012  
(Mesch,   Wallin,   Nilsson,   Bäckström,   Johansmide   &  
Bergman,  2012). 
 

 
Figure  6.  An  example  illustrating  conversation  materials  

in  the  SSLC  with  ELAN   
 
 

4. Two  resources  for  different  uses 
As   shown   in   this   paper,   there   are   two   different   sign  
language   resources,   the   SSLD   and   the   SSLC.   Some  
opportunities  for  searching  these  resources  are  presented  
here. 
 
The  SSLD  has  many  search  paths:  Swedish  word,  subject,  
Swedish   words   in   translated   sentences,   numeral   signs,  
ID-number,   manual   alphabet,   place   of   articulation,  
handshape,   old   signs,   regional   signs,   and   phrases,  
fingerspelling.   The   SSLD   shows   signs,   variants,  
constructed  sentences  and  still  photos  with  sign  notation.   
 
The  SSLD  has  approximately  8,000  sign  entries.  When  a  
search  is  conducted  for  a  sign  that  is  made  with  one  hand,  
the   user   learns   that   there   are   3,732   one-handed   signs  
(47.21%)  found  in  the  SSLD.  The  user  can  then  sort  his  
search  results  by  selecting  a  handshape  from  the  pictures;;  
for   example,   a   hooked   finger  hand   is   one  of   the   shapes  
that  is  indexed.  This  selection  reduces  the  sign  list  to  81  
signs   produced   with   that   handshape   (see,   for   example,  
figure  5). 
 
The  SSLC  is  also  an  important  resource  for  searching  for  
signs,  but  it  is  a  very  different  resource  than  the  SSLD. 
Although   the   raw  material   has  been   compiled,  work  on  
the  SSLC  is  ongoing.  With  14%  of  the  corpus  having  been  
annotated   with   glosses   for   signs,   it   comprises  
approximately   3,600   signs   (including      compounds)  
occurring   a   total   of   approximately   25,500   tokens   in   42  
annotated   sign   language   discourses/video   files   (dated   1  
March  2012).  One  of  the  aims  of  the  SSLC  is  to  give  users  
an   accurate   representation   of   Swedish   Sign   Language  
sentences.   The   SSLC   has,   for   example,   some   other  
possibilities  for  investigating  such  things  as  the  frequency  
of  signs   in  the  sign  language  discourses  and  obtaining  a  
concordance  view  (figure  7)  that  are  not  possible  for  the  
SSLD.     

 
Figure  7.  A  view  of  the  concordance  view  in  the  SSLC  

(with  ELAN) 
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5. Combined  resources 
As   described   earlier,   a   user   can   search   for   words   with  
Swedish  translations  in   the  SSLD.  However,  one  cannot  
search   for   a   sign   in   such   sentences   (cf.   Ordbog   over  
Dansk  Tegnsprog).  Thanks  to  work  done  on  the  SSLC,  we  
are  going   to  create  a  new  path   in   the  SSLD.  The  SSLD  
learns   from   the  SSLC's   annotation   system  with  glosses.  
All  example  sentences  will  be  annotated  with  glosses,  and  
by  using  these  glosses,  users  can  then  look  for  signs  in  the  
examples  that  come  in  different  sign  entries.  In  this  way,  
users  can  get  an   idea  of   how  a   sign   is  used   in  different  
contexts  in  the  SSLD.   
 
Although  the  SSLD  has  nearly  8,000  signs,  it  is  missing  
many   signs   that   can  be   found   in   the  SSLC,  particularly  
signs   with   genuine   mouth   movements   (henceforth  
genuine   signs).   They   are   not   always   as   easy   to   find   as  
signs   with   Swedish-influenced   mouth   movements.  
Looking  at  a  Swedish  word,  one  can  associate  with  a  sign  
but   not   with   genuine   signs;;   rather,   it   is   in   the   context  
where  these  signs  appear  that  is  important.  This  problem  
may  be  overcome  by  using  the  SSLC  when  transcribing  
signs  from  the  corpus  material.  A  corpus  annotator  has  a  
sign  but  not  a  good  gloss  on  this  sign.  When  he  is  looking  
for   a   sign   in   the   SSLD,   he   finds   that   this   sign   is   not  
documented.  Lexicographers  of  the  SSLD  discover  what  
is  missing  and  then  can  use  material  from  the  SSLC  to  fill  
in  these  gaps,  and  thus  complement  their  work. 
 
Another  task  that  is  currently  underway  with  the  SSLD  is  
enhancing  the  example  sentences  used  in  the  dictionary.  
Although   many   of   these   are   fictitious,   they   are   still  
acceptable;;   however,   a   greater   issue   is   that   some  nouns  
can  become  quite  overused  in  the  examples.  For  example,  
too   many   sentences   include   the   signs   ‘children’   and  
‘friends’.  With  the  help  of  the  SSLC,  lexicographers  can  
create  more  variation  in  the  example  sentences  and  thus  
make  them  less  repetitious. 
 
Another  problem  with  such  sentences   is   that   they  are   in  
monologue   form,   in   that   there   is   an   actor   who  
demonstrates  signs.  This  creates  a  problem  for  the  actor  in  
how   to   demonstrate   signs   that   are   typically   used   in  
dialogues.  We  will  modify  and  implement  such  sentences  
with  two  actors.   
 
Additionally,   a   new   resource,   a   web   site   pertaining   to  
grammatical   information,   will   be   added.   There   are   also  
plans   to   add   useful   links   to   the   SSLD,   and   for   this,  
technical  solutions  will  need  to  be  studied. 
 
The   next   task   for   the   project   will   be   to   create   study  
material   of   sign   language   structure,   using   both   of   these  
resources.  The  material  should  include  in  sign  description  
of   the   sign   structure   (how   one   or   two   hands   perform   a  
movement   in   a   particular   position),   sign   formation  
processes,   parts   of   speech,   sentence   formation,   spatial  
organization  and  variation  in  language  use.  The  material  
is  supposed  to  consist  of  short  texts  with  hyperlinks  to  the  

video  examples.  It  will  be  available  on  the  web  portal  of  
the  Department  of  Linguistics  probably  in  the  beginning  
of   2013,   with   links   to   the   SSLD   and   the   discourses   of  
SSLC.   

6. Conclusion 
Work   on   both   resources,   the   SSLD   and   the   SSLC,   is  
ongoing.   The   two   language   resources   are   independent  
from  each  other,  but  during  a   late  phase   in  building   the  
corpus,   the   importance  of  combining   and   this  work  and  
advising   each   other   became   apparent.   And   since   both  
projects   reside   in   the   same   building,   there   are   many  
opportunities  for  collaboration. 
 
The   two   (as  well   as   a   third)   resources  of   Swedish  Sign  
Language   are   of   recognized   value   to   not   only   both  
educational  and  sign  language  linguistic  research,  but  to  
users  of  the  resources,  e.g.  parents  and  second   language  
learners.  Thus,   these  are  a  part  of   the  development  of  a  
focus   on   teaching   methods   in   sign   language.   Pilot  
material   is   intended   for   educators   in   sign   language,  
teacher  students  and  sign  language  instructors. 
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Abstract 

Most websites presupposes a conceptual equivalence between a written word and a sign. In such tools, signs, which don’t have strict 
written equivalent lexicons, can’t be found. The collaborative website OCELLES project LSF/French tries to give the opportunity to 
obtain several signs for a unique concept, with the possibility of uploading a sign without being constrained by written language. 
Although word checking in a written text is quite easy, it is not the case for sign checking in a video. 
Today studies are carried out in the field of gesture recognition, but all the sign language linguistic parameters cannot be considered 
as such. Indeed, they have to be used simultaneously during communication interactions. 
Our approach Based upon the semiological Cuxac model (Cuxac, 2000) and Thom morphogenesis theory (Thom, 1973), could help 
to find a sign in a sign dictionary without using written language. 
 
Keywords: sign language, LSF, morphogenesis, catastrophe theory, OCELLES 
 

1. Representation of lexicalized and iconic 
sign on internet websites. 

According to Cuxac (2000), two discursive enunciation 
strategies co-exist in sign language, using visual-gestual 
channel, you can choose to communicate either by 
showing or not. It means you can “let people see" your 
experience with a visually sequence of signs, or you can 
use lexicalized signs which don’t bear any resemblance 
with the experience you describe. 
Today, most websites propose only lexicalized signs and 
overlook all iconic signs which are the most used ones, 
depending on speech type studies (Sallandre, 2001). This 
approach comes from methodology choices. The 
conception of these websites presupposes a conceptual 
equivalence between a written word and a sign. Users are 
invited to upload a lexicalized sign from a chosen written 
word. In such similarity based tools, signs which don’t 
have strict written equivalent lexicons or iconic signs 
can’t be found. 
The collaborative website OCELLES project 
LSF/French tries to give the opportunity for sign users to 
obtain several signs for a unique concept, so that they 
can use them as signifiers, without being limited in their 
choice (they could chose lexicalized or iconic signs). 
(Moreau & Mascret, 2010). 

2. Signs access on website 
It seems that, with the possibility of uploading a sign 
without being constrained by written language, problems 
could be solved. But which sign access are deaf people 
provided with when looking for a sign, in a conceptual 
network like OCELLES, when they have no idea what 
the equivalent written word is? Although word checking 
in a written text is quite easy, it is not the case for sign 
checking in a video. 
How can a specific sign in a video be found? Today 

studies are carried out in the field of gesture recognition 
(Dreuw & Ney, 2008; Lefebvre-Albaret & Dalle, 2010) 
but all the linguistic parameters cannot be taken into 
consideration, for instance specific parameters of sign 
languages (handshape, movement, place (Stokoe, 
Casterline, & C –Cronenberg, 1965), orientation 
(Friedman, 1977; Liddell, 1980; Moody, 1980; Yau, 
1992), but also symmetry (Filhol, Braffort, & Bolot, 
2007), …). These linguistic parameters cannot be 
considered as such. Indeed, even if a human mind can 
discern one from the other, as isolated significant 
elements, they have to be used simultaneously during 
communication interactions. Contrary to vocal languages, 
realizing a signifying form in a sign language cannot be 
made through a succession of distinct realizations of 
isolated and non-signifying elements. Minimal 
realization structures in sign language may be ranged on 
a growing complexity scale, starting from the formal 
transfer (infra-conceptual level) and going up to the 
double transfer (level where several actors, location 
parameters and utterances can be combined) (Cuxac, 
2000). These various structures use the same linguistic 
parameters during the same realization laps of time. 
(Moreau & Mascret, 2010) 
If we consider these elements, we can observe that few 
websites propose thematic approaches making it possible 
to find a sign through labels including animated signs. In 
most of existing tools, deaf users have to master written 
language which often isn’t their natural language. Deaf 
people can't find a sign directly in a document the same 
way vocal speakers can find a word in a text or in a 
dictionary. 

3. Theoretical and conceptual framework 

3.1 Hypothesis 
The approach which has currently been chosen, is both 
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theoretical and general, it could help find a sign in a sign 
dictionary or sign ontology without using written 
language. Based upon the semiological Cuxac model 
(Cuxac, 2000) and Thom morphogenesis theory 
(Thom, 1973), we consider a sign as a constellation of 
pregnant (stable and perpetual) parameters. A sign is a 
dynamic form i.e. a set of space discontinuities which 
changes in time. 

3.2 Space and internal dynamics 
According to Petitot1, in the “catastrophe theory”, a 
substratum has a spatial extension, in which each point 
has a local physic. This local process was called internal 
dynamic by Thom (1973). Therefore, each point has an 
internal dynamic. Spatial extension of substratum works 
as a coupling mode between internal dynamics, what 
Thom calls space control. Position in control space 
creates interactions between local dynamics and others 
which are nearby. These interactions propagate spatially 
and the coupling exists thanks to characteristic 
substratum mechanisms. Space becomes mainly a 
coupling factor, which connects internal dynamics. 
Space isn’t a container, but an interaction principle 
between internal dynamics. 
When we move spatially, internal dynamics, which result 
from couplings, are transformed and deformed. But, for 
one point, these internal dynamics define the local state 
of substratum. So, when some critical values are crossed 
while moving, the internal dynamic modifies internal 
states of the system. 
Some domains are logically found within some internal 
states which predominate each time. Each domain is 
delimited by boundaries. So, domains with boundaries 
define the concept of form. Each form means that 
substratum space is broken. 
Dynamic can be defined as a process which minimizes 
energy level. At a given point, internal dynamic is 
described by a function of potential. The internal states 
are the minima of this function. This principle is an 
optimization principle. Thom calls this first category: 
elementary catastrophe (Thom, 1973). 
The second category is called generalized catastrophe. 
This approach corresponds to complex situations 
including many sorts of dynamics. The theorem shows 
that in each dynamic, there has to be some dissipation or 
gradient decrease, in the shape of a depression, the 
minima of which is called system attractor. 

3.3 Isomorphism 

According to the Gestalt theory, we postulate an 
isomorphism between the world and the way the person 
perceives it. 

This dynamic and topological representation must 
obviously be understood in a broad sense: abstract and 
complex. If we perceive a handshape it doesn't mean that 
this handshape will physically take shape in our brain. It 

                                                             
1  
http://www.archivesaudiovisuelles.fr/FR/_video.asp?for
mat=68&id=117&ress=477&video=81606 

is not a strict coding of our sensations, particularly 
concerning our perception of space and time. 
“Thom claims that the principle organizing the 
combination of meaning-carrying units in language 
corresponds to the principle underpinning the 
configuration of phenomenal parts into intelligible 
wholes in perception. The rationale of this claim is 
biological: it seems sensible to suggest, as Thom says 
(Thom, 1980 b p. 180), that language has evolved from 
the necessity of (or the advantage inherent in) conveying 
to others the significant changes (i.e. the catastrophes) in 
the environment. This entails—as Thom with no further 
argument asserts—that the syntactic structure ”naturally” 
reflects the dynamic structure of the external catastrophe.” 
(Bundgaard & Stjernfelt, 2010) 

4. Application in the sign language 

4.1 Process of a sign formulation 
The sign achievement process is considered as an 
optimization process. A sign looks acceptable to a sign 
language speaker, if it complies with signing constraints. 
A sign is considered as acceptable when meeting with 
meaningful linguistic units interactions. 

4.2 Space of the sign and conceptual space 
We consider two isomorphic spaces: a sign space and a 
conceptual space. 
During sign procedure, its form changes into a potential 
gradient, under the influence of internal variables, 
resulting both from internal constraints and the period of 
achievement. Every minima of this space corresponds to 
a system attractor. 

 
 
 
 
 
 
 
 
 
 
 

Figure 1: Space of the sign and conceptual space 
 
The sign space is the sum of morphemic subspaces. Each 
subspace is evidence of a morpheme and characteristic of 
its internal states. 
 

 
 
 
 
 
 
 
 

 

Figure 2: Morphemic subspaces 
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4.3 General Principle 
In these conditions: 

• A sign is defined by the same generative 
potential, which found the mutual determination 
of agents, by extension the parameters and the 
morphemes. The potential is the source of the 
structure, 

• The number of linguistic parameters 
characterizing a sign isn’t a priori defined, 

• There is an initial equiprobability of  linguistic 
parameters, 

• The possible perceptual stability of one or 
several linguistic parameters can evolve during 
the realization, 

• An attractor results from a morpheme, which 
could use several linguistic parameters, 

• The spaces of the signs and the conceptual 
spaces are countless and can overlap. 

4.3 Illustration 
This approach based upon the perception-conception 
character of sign language helps consider lexicalized 
signs and also high iconicity structures. It helps make the 
distinction between each lexicalized sign together with a 
couple of high iconicity structures, which are close to 
one other. 
From the structure of high iconicity in which the form 
[TABLE LOUIS XV] for example, is reinvested during a 
transfer, we can emphasize: 

• some morphemic subspaces in which the 
lexicalized sign [TABLE] displays appears in 
the first instance, 

 
 
 
 
 
 
 
 
 
 
 
 

Figure 3: [TABLE] (extract of sign 
[TABLE LOUIS XV])2 

 
• some morphemic subspaces in which the 

proforms (Cuxac, 2003), specify the distinctive 
form of the table appropriate to the style 
[LOUIS XV]. 

 
 
 
 
 
 
 
 
 
 

                                                             
2 On the picture : Moez a French Sign Langage native 
speaker 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 4: [LOUIS XV] (extract of sign 
[TABLE LOUIS XV]) 
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The conceptual space [TABLE LOUIS XV] is a 
conceptual subspace of [TABLE]. 

 
 
 
 
 
 

Figure 5: Table of style Louis XV3 
 

This process can be illustrated by the plans below. 
Attractors change during period of sign realization. 
Agents are symbolized by red balls. 

 
 
 
 
 
 
 
 
 
 
 
 
 

- 1 - 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

- 2 - 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

- 3 - 
 
 
 

                                                             
3  
http://www.mariealbertfurniture.com/images/items/Table
/03019th1.jpg 

 
 
 
 
 
 
 
 
 
 
 
 

- 4 - 
 

Figure 6: Example of evolution of realization of a 
structure of high iconicity [TABLE LOUIS XV] 

 
When we approach the bottom of the basin of attraction 
(the minima of the attractor or "chreode" (Thom, 1973)), 
which corresponds to the exact meaning of the concept, 
parameters which are not the most pregnant one 
contribute to the exact determination of the concept, and 
they can modify the surface of the basin. 
The iconic signs send back to conceptual subspace of a 
greater granularity than the conceptual space of the 
lexicalized signs. 
The use of the perceptual stability of the morphemes of 
“secondary” morphemic spaces allow the distinction 
between two structures of high iconicity, close to each 
other. 
For example, [TABLE LOUIS XV] and 
[TABLE HENRI II] have the same first morphemic 
space, which comes from lexicalized sign [TABLE]. 
Their “secondary” morphemic spaces relative to the legs 
of the table, for example, allows to distinguish them. 

 
 
 
 
 
 
 

Figure 7: Table style Henri II4 
 
The differences between these two signs particularly 
concern the use of given proforms which specify the 
distinctive shape of the leg of each table. 

 
 
 
 
 
 
 
 
 
 
 
 
 

Figure 8: Spaces of signs [TABLE LOUIS XV] & 
[TABLE HENRI II] and conceptual spaces 

                                                             
4 http://www.french-warehouse.com/Images/Table.jpg 
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According to the idea introduced by (Blum, 1973; Psotka, 
1978; Koenderink, 1984; Koenderink & VAN DOORN, 
1986) spreading boundaries on which the process of 
genesis of a relational shape bases on, is transmitted as a 
front of wave (Petitot, 1991). 
The transition between two signs is characterized in the 
abstract space by specific type of pass: transition 
between two lines level tangent. These characteristic 
points could be used to identify the position (Petitot, 
1991) and the determination of the relative distance 
between close concepts. 
 
 
 
 
 
 
 
 
 
 
 

- 1 - 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

- 2 - 
 

Figure 9: Proximity of concepts [TABLE LOUIS XV] 
and [TABLE HENRI II] 

5. Perspectives for sign access on website 
Perspectives of this theoretical and general work could 
be used in the future as a way of accessing a sign in 
bilingual or monolingual (sign language) dictionaries or 
ontology, like OCELLES project. 
From perception of sign speakers, perspectives of this 
theoretical and general work could be used in the future 
as a way of accessing a sign in bilingual or monolingual 
(sign language) dictionaries or ontology, like OCELLES 
project. Every user will be able, for example, to give his 
perceptive point of view about every sign by proposing a 
morphemic cutting and weighting way based on every 
linguistic parameter (by proposing eventually new ones). 
If the sign access is unsuccessful, users will always be 
able to use isomorphism between sign and conceptual 
spaces. 
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Abstract 
A significant obstacle to broad utilization of corpora is the difficulty in gaining access to the specific subsets of data and annotations 
that may be relevant for particular types of research. With that in mind, we have developed a web-based Data Access Interface 
(DAI), to provide access to the expanding datasets of the American Sign Language Linguistic Research Project (ASLLRP). The DAI 
facilitates browsing the corpora, viewing videos and annotations, searching for phenomena of interest, and downloading selected 
materials from the website. The web interface, compared to providing videos and annotation files off-line, also greatly increases 
access by people that have no prior experience in working with linguistic annotation tools, and it opens the door to integrating the 
data with third-party applications on the desktop and in the mobile space. In this paper we give an overview of the available videos, 
annotations, and search functionality of the DAI, as well as plans for future enhancements. We also summarize best practices and 
key lessons learned that are crucial to the success of similar projects. 

Keywords:   web interfaces, access to corpora, corpus management

1. Introduction 
Linguistically annotated video corpora for signed 
languages can be enormously valuable for research in 
linguistics and computer-based sign language recognition, 
with many other potential applications, including 
education. Construction of such corpora is 
time-consuming, and linguistically controlled data 
collection yielding high-quality video files requires 
resources and interdisciplinary collaboration. The 
substantial investment in corpus development will have 
greatest benefit if corpora can be shared widely.   

A significant obstacle, however, to broad utilization is 
the difficulty in gaining access to the specific subsets of 
data and annotations that may be relevant for particular 
types of research. With that in mind, we have developed a 
web-based Data Access Interface (DAI), to provide access 
to the expanding datasets of the American Sign Language 
Linguistic Research Project (ASLLRP), available at 
http://secrets.rutgers.edu/dai/queryPages/. The DAI 
facilitates browsing the corpora, viewing videos and 
annotations, searching for phenomena of interest, and 
downloading selected materials from the website.  We 
have also found these same tools invaluable for verifying 
the consistency of our annotations. 

Here we give an overview of available video files and 
linguistic annotations, summarize current functionalities 
of the DAI, and discuss directions for ongoing 
development. We also offer some lessons learned that 
might be of interest to others engaged in corpus 
management. 

 2. Available data sets 
The DAI now allows access to the National Center for 
Sign Language and Gesture Resources (NCSLGR) 
Corpus, ASL videos collected and linguistically annotated 
at Boston University.  Synchronized video files, available 
in compressed and uncompressed formats, show the 

signing from the front and side and include a close-up 
view of the face. Linguistic annotations of manual and 
nonmanual components of the signing have been carried 
out using SignStream® (Neidle 2002b) and are available 
in XML format. Manual signs are represented by unique 
gloss labels. Annotation conventions are documented  
(Neidle 2002a, 2007). 

Annotations are available for 19 short narratives (1002 
utterances) plus 885 additional elicited utterances, all 
from Deaf native signers of ASL (with most of these data 
coming from four signers). This constitutes a total of 
1,888 linguistically annotated utterances, including 1,920 
distinct canonical signs (grouping together close variants) 
and 11,861 total sign tokens. 

Linguistic annotations include the start and endpoints 
of each sign, identified by a unique gloss label, part of 
speech, and start and end points of a range of non-manual 
behaviors (e.g., raised/lowered eyebrows, head position 
and periodic head movements, expressions of the nose and 
mouth) also labeled with respect to the linguistic 
information that they convey (serving to mark, e.g., 
different sentence types, topics, negation, etc.). The 
annotations are available via an XML format.  For the 
DTD and documentation of the XML format, see 
http://www.bu.edu/asllrp/ncslgr-for-download/download-i
nfo.html.  

3. Functionalities of the interface 
As shown in Figure 1, the DAI user can search for 
specific text in gloss fields and can narrow the search to 
specific classes of signs or search for particular types of 
classifiers or parts of speech. Figure 2 displays a small 
section of the alphabetical listing of all signs (based on the 
selection in Figure 1), with sign variants grouped together, 
enabling the user to select a particular sign or variant (and 
potentially a specific signer).  Selecting FINISH from this  
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Figure 1: DAI Screenshot showing sample search query  

 

 

Figure 2: DAI Screenshots showing subset of results  
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Figure 3: Display of sentences with FINISH, with annotations selected for later download. 
 

 
 

Figure 4: User can view the detailed gloss, and play movies for the sign and the utterance in which it occurs from 
multiple viewpoints
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chart would bring up the display in Figure 3, which 
includes still images of the relevant material; here the user 
can switch among the available camera perspectives for 
each annotation (frontal and face, in some cases also side 
and stereo camera view), and mark annotations for later 
download. It is also possible to play back online the 
videos corresponding to just the sign FINISH or to the 
utterance containing it, and to display a more complete 
transcription (Figure 4). 

After annotations have been marked for later 
download, users can call up the download tool. This tool 
allows them to select which specific video files to 
download for the selected annotations, where the available 
choices are sign only, the utterance containing the sign, or 
the entire story video in which the sign occurs, or any 
combination of these (along with the linguistic 
annotations in the XML format). This greatly increases the 
utility of the DAI, as it is possible to focus on specific 
signs or linguistic phenomena, and easily obtain a 
collection of all available videos that exhibit them. 

 
4. Best practices and lessons learned 

Managing large corpora and making them available to the 
community entails a unique set of challenges. We present 
some key lessons that we believe are essential to the 
success of any similar project. 

4.1. Presentation of data 

Presenting signs as still images saves users and 
annotators time and effort. If the start and end frames of 
each annotation are presented as thumbnail images, users 
may be able to detect at a glance whether an annotation is 
of interest. As compared with having access only to 
videos (which are time-consuming to watch), availability 
of still images also greatly speeds up validation and 
consistency checks – if an annotation is inconsistent with 
the other ones in the same category, it is likely to manifest 
in a difference in still frames. 

4.2. Resource Management 

Keep metadata separate from file names and assets. 
Enforcing a consistent coding scheme across thousands of 
file names and file headers is nearly impossible. It is much 
easier to keep metadata consistent and up-to-date if it is 
encoded in a centralized spreadsheet or database. Note 
that although it may seem to be useful to have some 
indication of the file’s contents in the file naming 
convention, the downside is that if any of the metadata 
changes or is corrected later, the file name also would 
have to be updated to reflect the change, which can break 
existing external links to the asset.  
 
Designate only one asset as the authoritative source on 
metadata, and auto-generate other assets from there. 
Having metadata available in multiple formats is often 
unavoidable; for example, it may need to be present in the 
database tables, in a spreadsheet for easy manipulation by 
the team maintaining the corpus, as a web page, and in a 

textual format for easy distribution to third parties. 
Unfortunately, there is a high risk of ending up with 
conflicting metadata for assets, which would result in 
having to sort out the conflict manually in a laborious 
process. It follows that only one of these formats can be 
updated with new and corrected information, and it must 
be very clear throughout the lifecycle of the project which 
one it is to be. Moreover, all other metadata assets need to 
be automatically (i.e. programmatically) generated from 
the authoritative source, so as to avoid introducing 
inconsistencies due to human error. Automating this 
process also makes it more likely that the information is 
always kept up-to-date across all formats. 

Separate file location and names. Files can move, as 
systems are upgraded, or redundancy is built in. If the 
location is encoded separately, only this part needs to be 
updated, rather than every link to a file. The DAI uses a 
two-part schema of the form: 

<url prefix> <path to file> 

where URL prefix points to a location on the server that 
hosts a collection of related content, such as all XML 
annotation files, or all videos from a specific camera. 
Moving the collection to a different location entails 
updating only a single row in the table that contains the 
affected URL prefix. 

Be mindful of cross-platform issues. Different operating 
systems have different restrictions on file names; for 
instance, colons are not allowed on Windows. This can 
cause problems both for users who want to download the 
data sets, and for copying the data across hard drives with 
different file systems (such as copying from HFS+ to 
NTFS and vice versa). In a large corpus that has 
thousands or even tens of thousands of assets, running 
into these problems can result in significant delays and 
expenses. Choosing the intersection of all the restrictions 
on Windows, Mac OS X and Unix variants – or even 
restricting file names to alphanumeric characters – is the 
safest way to proceed, and should be planned and done 
before any of the data are collected.  

4.3. Development Processes 

Plan for continuity. In an academic environment, the 
design and development must be managed by a project 
lead, who can commit long-term, and who has the skills to 
review other contributors’ designs and code. Leaving 
students, who can drop out at any moment or graduate, in 
charge of the project will induce significant expenses and 
delays. The project lead, in particular, must understand the 
overall design of the project, so as to hold hands with new 
members while they get up to speed on the design and 
code. 

Use version control on all source files and third-party 
libraries. The time will come when a bug is introduced 
that can be triaged only by investigating an earlier project 
revision. Any third-party dependencies must be included 
in those revisions to guard against the possibility of newer 
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versions of a library being incompatible with the older 
version of the source code, or the case where a third-party 
library introduces a bug. Having version control also 
allows for easy separation of development and release 
branches, and makes it easy to fix bugs on the release 
branch, without having to wait for the development 
branch to get into a releasable state. Modern distributed 
version control systems, such as Git and Mercurial, make 
this mode of development especially simple and painless 
for the developers. 

4.4. Database Design 
Think queries, not data format. The types of queries 
that need to be supported drive the design of the database 
and the tables. They inform every decision that pertains to 
the tables, the relationships between tables, database 
views, and choice of indices, and can result in a 
representation of the annotations that is markedly different 
from the one chosen for the annotation file format. Doing 
the design off the annotation file format is a sure way to 
run into data management and performance problems 
down the road. For a concrete example, consider the 
organization of information in tiers in the annotation file 
formats and in the program chosen to carry out the 
annotations. If two tiers are tightly linked – such as in the 
case of tagging a gloss with the part of speech and the 
canonical form of the sign – queries are much more 
efficient if this linkage is made clear in an explicit 
relationship in the database tables, rather than using a 
generic tier model. 

Use a collection of tags. Standardized tagging of 
annotations (e.g., is a sign fingerspelled? plural? does it 
use a non-standard location? etc.) provides a powerful and 
efficient way to search for specific linguistic phenomena. 
In fact, in the DAI the distinctions among lexical signs, 
loan signs, classifiers, name signs, fingerspelled signs, 
indexed signs, and gestures are implemented in this 
manner (see also Figure 1). In the annotation file formats 
some of this information may come from separate tiers or 
be implicit in the naming conventions of glosses. In the 
DAI database population process, however, this 
information is extracted and put in an explicit relationship 
with the annotations, as explained in the previous point on 
queries. 

5. Plans for future development and 
integration of additional data types 

Planned enhancements to the DAI include: 
1) Integration of other types of corpora; 
2) Functionalities to enable additional types of 

searches; 
3) Providing annotations in additional formats; 
4) Display of various kinds of statistical 

information; 
5) Integration of new technologies, as they become 

available. 

5.1. Integration of additional types of corpora 
The interface will be modified to allow integration of 
other types of corpora, including the American Sign 
Language Lexicon Video Dataset (ASLLVD), a corpus 
containing over 3,000 citation forms of lexical signs, each 
produced by between 1 and 6 native signers, resulting in a 
total of about 9,000 tokens, which have been annotated for 
start and end handshapes, among other things (Neidle et 
al. 2012).  Design decisions will have to be made about 
how best to allow users to move easily among the 
different types of data sets, e.g., to look up a sign to see 
variations in production of citation forms by different 
signers, and to see the sign in context in examples from 
our corpus of continuous signing. 

We would also like to allow access, through this 
interface, to portions of the Deaf Studies Digital Journal 
(DSDJ) http://dsdj.gallaudet.edu/, edited by Ben Bahan 
and Dirksen Bauman. (See also 
http://www.gallaudet.edu/News/Pioneering_digital_journa
l_to_launch_November_4.html.) 

5.2. Additional search functionalities 

It will, before long, be possible to search for  
• Grammatical constructions, such as questions (of 

various types), negations, conditionals, relative 
clauses (correlatives), topics;  

• Nonmanual signals, such as eye aperture, head tilt, 
raised/lowered eyebrows, body lean; 

• Words in the English translation field. 
Searches for text based on Sign ID (represented by a 
unique English-based gloss label) corresponding to a 
specific ASL sign will include the ability to restrict text 
searches to whole word (by default) or to search for text 
strings. We will incorporate searches based on: 
• Video properties: e.g.: types of available viewpoints 

(frontal, side, stereo, face); availability of color video 
• Availability of calibration data 
• Subject wearing long/short sleeves 
• Subject wearing glasses. 

We will also explore the possibilities of allowing searches 
to be based on: 
• Frequency (making it possible to search for items 

that have a minimum number of tokens); 
• Sign duration; 
• Number of subjects (making it possible to search for 

productions of a minimum number of signers); 
• Specific signers (making it possible to view the set of 

productions of one or several individuals); 
• Characteristics of signers (particularly as the corpus 

grows), such as gender or age range. 
Furthermore, since the new corpora will include other 

types of annotations, we will also need to extend the 
search functionalities to enable appropriate searches of 
those data sets.  This will include the ability to limit 
searches to specific sign types (lexical signs, index signs, 
classifier constructions of different types, fingerspelled 
signs, loan signs, name signs).  We will also provide a 
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way to search for the initial and/or final hand shape for the 
sign, or other phonological properties of the sign (e.g., 
signs containing a particular hand shape or movement 
type, or signs articulated with one or two hands).  

We welcome suggestions about features that might be 
useful for different communities of potential users.  This 
web-based interface could be especially useful for those 
who use ASL as a primary language and for those learning 
the language. We will be working with prospective users 
from these groups to design tools to facilitate the kinds of 
access that might be anticipated.   

5.3. Annotations in other formats 

Although the annotations currently are available in an 
easy-to-parse SignStream-specific XML format, we 
realize that researchers have their own preferences with 
respect to what annotation software they use. We plan to 
make the annotations, at a minimum, available in the 
ELAN EAF format and welcome suggestions as to what 
other formats should be supported. 

5.4. Display of statistical information about the 
corpora 

We plan to add functionality to view statistics about 
common metrics for measuring the size of the available 
corpus, including number of utterances, signs, length of 
the videos, size in MB, and so on. These numbers will 
make it possible to compare the key characteristics of the 
corpus to related work at a glance. 

5.5. Integration of new technologies for display 
of, and access to, data, as they become available 
Our future plans include the display of information on 
annotations in new ways. One of these ways consists of 
integrating data that can be measured by a computer as 
opposed to humans, such as graphs and numbers showing 
changes in eyebrow height and head movement for large 
samples of the corpus.  

We also plan to facilitate the integration of the data 
with third-party and mobile applications. The biggest 
promise of having the DAI available on the web, as 
opposed to distributing it off-line, lies in making it 
available as an online service, such that cloud-based 
applications can take advantage of it. For example, a sign 
language dictionary available on mobile devices would be 
able to search for and retrieve concrete usage examples 
for the sign in question, which can be an invaluable tool 
for second language learners. Taking this approach will 
also enable other creative ways to use a corpus that we 
have not yet even envisioned. 

 
6. Resources 

• Database access interface:  
http://secrets.rutgers.edu/dai/queryPages/ 

 
• XML file format and DTD: 

http://www.bu.edu/asllrp/ncslgr-for-download/d
ownload-info.html. 
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Abstract 
The American Sign Language Lexicon Video Dataset (ASLLVD) consists of videos of >3,300 ASL signs in citation form, each 
produced by 1-6 native ASL signers, for a total of almost 9,800 tokens. This dataset, including multiple synchronized videos 
showing the signing from different angles, will be shared publicly once the linguistic annotations and verifications are complete.  
Linguistic annotations include gloss labels, sign start and end time codes, start and end handshape labels for both hands, 
morphological and articulatory classifications of sign type.  For compound signs, the dataset includes annotations for each 
morpheme.  To facilitate computer vision-based sign language recognition, the dataset also includes numeric ID labels for sign 
variants, video sequences in uncompressed-raw format, camera calibration sequences, and software for skin region extraction. We 
discuss here some of the challenges involved in the linguistic annotations and categorizations. We also report an example computer 
vision application that leverages the ASLLVD: the formulation employs a HandShapes Bayesian Network (HSBN), which models 
the transition probabilities between start and end handshapes in monomorphemic lexical signs. Further details and statistics for the 
ASLLVD dataset, as well as information about annotation conventions, are available from http://www.bu.edu/asllrp/lexicon. 

Keywords:  American Sign Language, lexicon, computer-based handshape recognition 
  

1. Introduction 
The American Sign Language Lexicon Video Dataset 
(ASLLVD) arose from collaboration among computer 
scientists and linguists to develop sign lookup technology 
(Athitsos et al., 2010). Several multimedia resources for 
ASL are under development, but available interfaces for 
sign lookup remain less than optimal. The ideal interface 
would enable users to search the dataset simply by 
video-recording a sign and relying on computer-based 
sign recognition for lookup. 

To train computer algorithms to distinguish and 
recognize ASL signs, we created a corpus with ~3,000 
signs from up to six native signers. Our sign recognition 
and retrieval algorithms rely in part on linguistic models. 
Initial research has focused on the benefits for robust sign 
recognition of exploiting constraints on the relationship, 
in monomorphemic lexical signs, between start and end 
handshapes (and between the two hands, in two-handed 
signs) (Thangali et al., 2011). 

Linguistic annotations have been carried out to 
facilitate this research. Specifically, we assigned each sign 
a unique gloss label; identified variants of specific lexical 
items; and labeled start/end handshapes.  This corpus will 
be shared publicly once verifications are complete.  It will 
also be integrated with another corpus that we already 
make available for online browsing and download: our 
National Center for Sign Language and Gesture Resources 
(NCSLGR) corpus, which can be accessed from 
http://www.bu.edu/asllrp/  (see Neidle & Vogler (2012)). 
Through extensions to our web interface, it will be 
possible to search our lexical and continuous signing data 
in various ways, and to go back and forth between 
different data types, e.g., between viewing a sign in 
citation form or produced in a natural context. 

For verifying these large data samples—to enforce 
consistency in labeling and in groupings of sign 
variants—we have developed a powerful tool: the Lexicon 
Viewer and Verification Tool (LVVT). We will 
(a) describe the data collection, (b) discuss challenges for 
elicitation, consistent annotation, and classification of 
data, (c) present a brief overview of the data that we have 
amassed and statistics thereof, (d) describe a computer 
science research project that leverages the detailed 
annotations of the ASLLVD dataset, and (e) outline 
directions for future research.  

2. Data collection  
Videos were captured using four synchronized cameras. 
Thus for each sign production, we have a side view of the 
signer, a close-up of the head region, a half-speed high 
resolution front view, and a full resolution front view.  

The consultants, ASL native signers, were  shown 
video prompts (from the Gallaudet Dictionary of 
American Sign Language (Valli, 2002)) and asked to 
reproduce the signs as they naturally would (or not, if they 
do not use that sign).  Signers did not always produce the 
same sign shown in the prompt. In cases where a signer 
recognized and understood that sign but used a different 
sign or a different version of the same sign, divergences 
showed up in the data set. So, in reality, a given stimulus 
resulted in productions that may have varied in any of 
several different ways: production of a totally different but 
synonymous sign; production of a lexical variant of the 
same sign; production of essentially the same sign but 
differing in subtle ways with respect to the articulation. 

As displayed in Figure 1, we collected a total of 3,314 
distinct signs, including variants (for a total of 9,794 
tokens). Among those were 2,793 monomorphemic lexical 
signs (8,585 tokens) and 749 tokens of compounds, which
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Figure 1.  Overview of statistics from the dataset 

provide fertile ground for studying assimilation effects.  
Column 4 shows the total number of sign variants we 
have as produced by 1 signer, 2 signers, etc.  Since in 
some cases we had more than one example per signer, the 
total number of tokens per sign was, in some cases, 
greater than 6. 

3. Resources to be made available 
Linguistic annotations are in the final stages.  Once this 
has been completed, the video files and associated 
annotations will be made publicly available.  Details 
about this will be provided on our website when the 
materials are ready for release 
(http://www.bu.edu/asllrp/lexicon). 

3.1. Video data 

Video sequences will be made available in 
uncompressed-raw format, along with camera calibration 
sequences and software for skin region extraction.  Hand 
location bounding box coordinates (either in each video 
frame or only for the start and end frames of a sign) will 
be accessible for a subset of signs in the dataset. 

3.2. Linguistic annotations 
Linguistic annotations, carried out using SignStream®3 
(beta), will also be made available in XML format. These 
include gloss labels and start/end time codes for each sign, 
labels for start and end handshapes of both hands, 
morphological classifications of sign type (lexical, 

number, fingerspelled, loan, classifier, compound), and 
articulatory classifications (1- vs. 2-handed, 
same/different handshapes on the 2 hands, same/different 
handshapes for sign start and end on each hand, etc.). For 
compound signs, the dataset includes annotations as above 
for each morpheme. To facilitate computer vision based 
sign language recognition, the dataset also includes 
numeric ID labels for variants of a sign. 

4. Challenges faced for linguistic annotation 
and categorization of signs 

This data set will serve as the basis for development of 
sign lookup technology.  That is, we ultimately want to be 
able to identify automatically, from a video, the identity of 
the sign that was produced, so that this can serve as an 
entryway for lookup in an ASL dictionary.  Some of the 
decisions with respect to annotation were made with this 
kind of application in mind. For example, for such 
research, it is essential that there be a 1-1 correspondence 
between sign and label. The American Sign Language 
Linguistic Research Project (ASLLRP) based at Boston 
University has been using unique gloss-based ID labels 
throughout the development of all of our corpora — 
including our NCSLGR corpus — since the early 1990’s.1  
Although our annotation conventions (Neidle, 2002, 
2007) have evolved slightly to deal with issues that have 
                                                             
1 For further discussion of ID-glosses, in particular, and the 
types of issues that arise in the annotation of signed language 
corpora, see Johnston (2010). 
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arisen as the corpus has expanded (a 2012 version 
documenting recent modifications is currently in 
preparation), the essential goal with respect to the 
gloss-based labeling of signs has remained constant: 

To facilitate both linguistics and computer science 
research, we have tried our best to settle on 
conventions to ensure that every time a particular 
English gloss is used, it corresponds to a unique ASL 
sign, and conversely, that the same ASL sign will 
have a predictable English gloss. (Neidle, 2007: p. 3) 

There were challenges in ensuring consistency across 
annotators, and in assigning unique gloss labels while also 
enforcing consistency with glossing conventions for our 
other corpus. There were also challenges involved in 
assigning consistent handshape labels to hand 
configurations that sometimes did not exactly match any 
of our 86 canonical handshapes (we included an 87th that 
we labeled as a “relaxed handshape” and an “other” 
option when the handshape used failed to correspond with 
any of the other handshapes):  
  http://www.bu.edu/asllrp/cslgr/pages/handshape-palette.html  

For handshapes that fell in between two of our existing 
handshapes, the danger is that what might appear, from 
the annotations, to be variations in production might, in 
fact, turn out to be merely inconsistencies in how the 
same handshape had been annotated.  To some extent, this 
is unavoidable given the gradient nature of some of the 
handshape productions, but the ability to view exemplars 
of a given sign together, and to search for handshape 
annotations across the dataset, makes it considerably 
easier to do side-by-side comparisons and to increase the 
degree of consistency in the annotations.   

We encountered various thorny issues in assessing 
variation: When should two productions be considered 
distinct signs, variants of the same sign, or the same 
variant of a single sign? In principle, we did not separate 
out as variants productions differing solely with respect to 
general ASL linguistic processes (not specific to the 
particular lexical item). For example, productions that 
differed in an alternation between a flat-B and B-L 
handshape (e.g., for the dominant hand of OVER/AFTER) 
were considered to be instantiations of the same sign 
variant, since there is, in general, widespread variation 
between these two handshapes, not restricted to this 
particular sign. In fact, there are 157 forms where 
variation between these two handshapes was attested. 
There are other cases, however, where the manifestation 
of two different handshapes is tightly linked to the 
particular sign, an example being the alternation between 
the A and 5 start handshape in MAN (or WOMAN).  This 
kind of alternation is not widespread and is restricted to a 
small set of lexical items.  Thus, MAN and (5)MAN have 
been distinguished in glossing and classified as two 
variants of the same sign. These examples are illustrated 
in Figure 2.  

A single sign variant OVER/AFTER 

 
  

 
  

 
Two distinct sign variants   

 

MAN 

  

 

(5)MAN 

  

    Start and end frames                         Start /end dominant  
                                                               handshapes 

Figure 2.  Predictable variation in handshapes [B-L/flat-B] 
vs. lexically dependent variation [A/5] 

However, the status of handshape variations was not 
always clear, particularly because we often had only one 
or few tokens of each sign per signer, so issues of inter- 
vs. intra- signer variations were sometimes difficult to 
tease apart at the time annotations were initially 
conducted.  Such issues are quite interesting, though, and 
become more tractable when we can examine patterns 
across the entire dataset and probe further with signers 
about the equivalency or non-equivalency in their own 
signing of specific handshape variations for a given sign. 
Given the intended application (computer-based sign 
lookup), we focused on the way the signs were produced.  
In the case of homonyms, we used the same gloss for all, 
despite the fact that it was often impossible in the labeling 
to account for the full range of meanings.  We expect that 
the eventual dictionary lookup will provide access to the 
various distinct meanings that can be associated with a 
given production. However, here again, there were some 
difficult cases, where some but not all realizations of two 
given signs were distinguishable from one another. For 
example, we classified CHEW and WASH in Figure 3 as 
distinct signs, even though in many cases, it would be 
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hard to distinguish productions of the two. 2   

Two distinct signs 

  

Figure 3. WASH vs. CHEW 
In such cases where there is some degree of similarity that 
may be relevant for an eventual lexical lookup process, 
we have grouped the lexical items together, but we 
consider them to be linguistically distinct. 

We generally did not separate out signs for which 
production differed only in the number of repetitions or 
reduplications of the base form, even though this 
frequently (but not always) results in a difference in 
meaning.  We indicated the number of repetitions through 
the use of the + symbol, but considered the productions 
that differed in this way to be instantiations of the same 
sign variant. In cases where the productions with and 
without reduplication differ in meaning, disambiguation 
would need to occur at the dictionary lookup stage. 

The challenges that we have faced with annotation and 
categorization of signs—which are far too numerous and 
varied to list exhaustively in the present context—are not 
unique to this project. The same kinds of issues 
necessarily face other sign lexicon projects. For that 
reason, we believe that the kind of tool discussed in the 
next section has the potential to facilitate such efforts and 
increase the accuracy of annotations and classifications. 

5. Tool for browsing and verification 
The Lexicon Viewer and Verification Tool (LVVT) was 
conceived and developed to aid in viewing, comparing, 
verifying, and modifying SignStream® annotations. The 
LVVT is designed to assist the annotator in the daunting 
task of ensuring consistency of the labeling of glosses and 
articulatory attributes across several thousand tokens. 

In developing the LVVT we drew inspiration from 
the search and browsing functionality implemented in the 
ASLLRP Data Access Interface (DAI) (Neidle & Vogler, 
2012). The LVVT extends the DAI's feature set by 
enabling users not only to browse the data, but also to 
modify displayed attributes for signs. Presently, the 
attributes supported are the gloss labels, start/end 
handshapes, start/end timecodes in video, and the 
morphological and articulatory classifications of signs. In 
addition to presenting an interface for the annotator to 
search, browse, compare and modify annotations for 
signs, we believe an important contribution of the LVVT 
is in facilitating groupings of signs to be constructed. 
                                                             
2 According to Vicars (2012), “the movement of ‘wash’ is two 
steady circles. The movement of ‘chew’ is [very slightly] more 
elliptical and uses a bit (but not much) more shoulder/elbow 
movement as the hand circles toward the body.” 

We define a two-level grouping layout for signs in 
the lexicon dataset so as to clearly distinguish cases where 
we have distinct signs from those in which we are dealing 
with sign variants.   

(1) Occurrences of a given sign may be subdivided 
into several distinct variants. Occurrences classified 
as belonging to a single sign variant are deemed to 
differ from one another only as a result of general 
language processes that are not sign-specific. As 
mentioned in Section 4, we do group together signs 
that differ in the presence or absence of 
reduplication (indicated by ‘+’); thus all examples 
considered to be instantiations of a single variant 
may not be identical in meaning.  A sign with four 
variants is illustrated in Figure 4 (bottom): 
ABORTION_2 differs from ABORTION in the 
orientation of the non-dominant hand, 
(1h)ABORTION is a one-handed sign and, 
(S)ABORTION uses a different start handshape on 
the dominant hand. 

(2) Loosely related (but distinct) signs can be further 
organized by means of higher-level groupings.  This 
is intended solely to aid in navigating the dataset.  
These groupings are for our convenience in working 
with the data and have no linguistic significance.  

Each grouping of signs and sign variants  is annotated 
with a unique gloss label, and with a pair of numeric IDs 
to denote its location in the upper and lower levels of the 
two-level grouping layout.  

The general listing of signs in the sign index is 
shown in the left column of Figure 4 (top).  The 
higher-level groupings are visible from the presence (or 
absence) of a ♦ (diamond) prefix, which indicates that a 
contiguous sequence of gloss labels belong to the same 
sign collection, e.g., HOW-MANY and (1h)HOW-MANY 
are in one high-level grouping; HUMBLE, (H)HUMBLE, 
and (1)HUMBLE are in another.  In both of those cases, 
those groupings contain a single sign with more than one 
variant. Note also, however, that HUSBAND (a 
monomorphemic sign) and the closely related compound 
BOY+MARRY (from which HUSBAND evolved), are 
also grouped together, albeit as distinct signs. 

The LVVT has proven to be very useful for 
comparing similar forms, for ensuring consistency of 
annotations, and for determining how they should best be 
categorized in relation to one another.  Of particular 
benefit is the ability to view still images of the start and 
end frames together across the range of sign tokens, and 
to play the video files from two different camera views of 
multiple signers producing the same sign simultaneously.  
Figure 5 depicts a snapshot of a video sequence presented 
to the annotator for the purpose of verifying consistency 
in the grouping. By viewing the data in these ways, we 
can discover sign variants that had not previously been 
noticed as distinct by the annotators, and conversely can 
discern similarities in production of signs that previously 
may have been categorized as distinct. 
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Through use of the LVVT, corrections to glosses, 
start/end frames, handshapes, and/or classifications and 
groupings of signs can also be carried out directly, in a 
simple, intuitive way, e.g., by clicking on a handshape 
icon associated with a sign to bring up the handshape  
palette, then clicking to select a replacement for an 
erroneous handshape. The user interface elements for 
annotating the gloss and other attributes for each sign are 
displayed in the last column in Figure 4 (top).  

Various corpus properties can also be displayed, and 
many different types of searches can be performed. For 
example, Figure 6 shows part of a chart illustrating, for 

monomorphemic signs, the most likely end handshape 
given a particular start handshape. The particular start and 
end handshape combinations can (with a single mouse 
click) be entered into a search box in the LVVT, and all 
relevant examples will be listed.  Search queries can be 
carried out for particular handshapes (start and/or end of 
dominant and/or non-dominant hands), potentially in 
combination with a variety of morpho-phonological 
properties and categorizations. 

The LVVT also includes an interface for working 
with compound forms. The LVVT presents the annotator 
with the same set of features for annotating morphemes in 

 Dom / Non-dom.                          START       |       END                             Dom. / Non-dom. 

Figure 4.  Lexicon Viewer & Verification Tool (LVVT): main page with listing of signs (top) 
and display of sign variants (bottom) 
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compound signs as are available for monomorphemic 
signs. This interface makes it simple to view all 
compounds that share a particular morpheme, for 
example. The morphemes in compound signs can also be 
compared to their non-compound versions to ascertain 
consistencies in glossing and other annotated attributes.  

6. Computer science research 
One important goal of the ASLLVD is to support 
development and evaluation of algorithms that can 
distinguish and recognize ASL signs. As an example 
application, we have developed a computer vision 
approach for handshape inference that utilizes a 
HandShapes Bayesian Network (HSBN) (Thangali, et al. 
2011), which models the transition probabilities between 
start and end handshapes in monomorphemic lexical signs 

(i.e., simple signs).  
A challenging aspect of handshape identification by 

computer from video is the fact that 3D hand 
configurations are visible only as 2D images. We 
demonstrate that the HSBN is able to help in the 
handshape recognition problem by exploiting general 
properties for how handshapes are sequenced and how 
their variations are realized in simple signs. While many 
previous approaches (e.g., Bowden et al., 2004; Liwicki & 
Everingham, 2009; Vogler & Metaxas, 2004) have trained 
Hidden Markov Models (HMMs) that are specific for 
each sign/utterance to be recognized, the HSBN 
represents phonological properties that are applicable to 
all simple signs. The HSBN parameters are automatically 
learned from the linguistic annotations of signs in the 
ASLLVD dataset.  

The annotations for each sign in the ASLLVD that 
are used in training the HSBN include: the handshape 
numeric ID for the start and end handshapes on each hand, 
the bounding box coordinates of each hand in the start and 
end frames,  and a classification denoting each sign as 
either one-handed, two-handed:different handshapes, or 
two-handed:same handshapes. The HSBN training 
algorithm also exploits the property that the signs in the 
dataset are grouped into variants (as in Figure 8). Since 
the variations in handshape within each group are 
produced as a result of general language processes that are 
not specific to a particular sign, the HSBN representation 
is able to model such variations.  

Figure 7 illustrates the HSBN graphical models for 
the three main articulatory classes. Each node in the 
graphical model represents a variable in the HSBN. Each 
HSBN comprises three layers. The lowest layer represents 
the actual image observations provided to the model; 
these are the cropped images of each hand at the start and 
end of the sign. The nodes in this layer are shaded to 
indicate that they are observed (given) during training and 
inference. The middle layer in the HSBN represents the 
IDs of the realized handshapes on each hand. Nodes in the 
middle layer are partially shaded to denote that 
annotations for handshape IDs are available in the training 
set, but the IDs must be inferred (i.e., they are not given) 
when    the   trained    HSBN    is   used   for   recognizing  

Figure 5.  The LVVT enables combined videos (front and side views) to play simultaneously 

Figure 6. Excerpt of chart showing likely end 
handshape given the start handshape on the left;  

shown in order of decreasing frequency 
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 handshapes in signs. The top layer of the HSBN is a 
“latent variable” layer that represents the unknown, 
underlying start and end handshapes (since only realized 
handshapes are known in training, we model the 
underlying handshape as a hidden layer in the HSBN 
whose representation is learned during model training). 

The arrows in the graphical models (Figure 7) denote 
different conditional probability distributions in the 
HSBN. The horizontal arrow in the top layer represents 
dependency of the end handshapes on the start handshape, 
i.e., the likelihood that certain hand configurations appear 
as end handshapes among simple signs that use a specific 
start handshape. The arrows connecting the top layer and 
the middle layer serve two purposes: (a) they represent 
handshape variability, wherein closely related handshapes 
may be variant realizations of a hypothetical underlying 
handshape, and (b) the two pairs of arrows in 
two-handed-same signs represent bilateral symmetry in 
the start/end handshapes. The arrows between the middle 
layer and the lowest HSBN layer represent the 
relationship between the handshapes that are produced by 
the signer and their observed images.  

Handshapes of the dominant hand in all three sign 
classes, and handshapes of the non-dominant hand in 
two-handed:same handshape signs, share the same 
phonological properties with regard to start/end 
handshape transition and handshape variation. The HSBN 
is thus learned using handshape annotations for signs from 
all classes excluding handshapes on the non-dominant 
hand in two-handed:different handshape signs. An 
auxiliary HSBN to model the latter category is much 
simpler because the handshapes on the non-dominant 
hand are restricted to a small set of unmarked handshapes 
without change in handshape between the start and end 
points of the sign.  

The formulation has been evaluated in the task of 
handshape classification using training and test data taken 
from the ASLLVD. Handshape recognition accuracy is 
evaluated on a sequestered test set consisting of 1962 
{start, end} handshape image pairs obtained from 657 

signs (333 one-handed / two-handed:different handshape 
and 324 two-handed:same handshapes signs). The 
remaining 6862 simple signs in the ASLLVD are used in 
the training. As a baseline handshape recognition method, 
we use an algorithm to assess similarity in appearance 
among pairs of handshape images (Thangali et al., 2011). 
Handshape images of the test signer are excluded from the 
database used for handshape retrieval. Its rank-1 
recognition accuracy is 30.4% (597 of 1962). The 
proposed HSBN exploits information about handshape 
candidates retrieved for all {start, end} handshape pairs in 
the query and thus returns a more coherent collection of 
inferred handshapes. Performing this inference improves 
rank-1 recognition accuracy to 44.4% (871 of 1692).  We 
believe that this demonstrates the promise of 
incorporating linguistic constraints in our recognition 
system, and the training data from the annotated corpus 
makes learning such models possible.  

7. Future aspirations 
Once verifications are complete, this set of >3,000 signs, 
annotated within SignStream®, will be turned into a “sign 
bank,” so that annotators can take advantage of the stored 
phonological information (which can be further modified) 
to make the annotation process considerably more 
accurate and efficient. The annotator will be able to select 
from available signs and sign variants, and add additional 
signs or sign variants to the repertoire. 

The lexicon corpus data will be released in various 
forms, including a spreadsheet showing the range of 
handshape variations for each of the signs in the dataset. 
For illustration, see Figure 8. This display makes it easy to 
scan visually for variations in handshapes, for example.  
As shown in this small sample, the A, S, and 10 
handshapes frequently occur in alternation within a single 
sign variant (despite the fact that they are contrastive for 
certain signs).  

Future plans include integration of the lexicon data 
with our other datasets, through the Data Access Interface 
(DAI) that we have been developing, initially to provide 

Figure 7. The model on the left represents the HSBN for two-handed:same handshapes signs. The model shown inset 
on the right represents the HSBN for one-handed signs. In two-handed:different handshapes signs, the HSBN for 
handshapes on the dominant hand is the same as that of one-handed signs; handshapes on the non-dominant hand are, 
however, limited to a small number of unmarked handshapes and hence are represented using a separate HSBN. 
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access to our NCSLGR corpus (of continuous signing: 
sentences and short narratives), as described by Neidle & 
Vogler (2012). The interface will be designed to enable 
searching through the corpora separately, using 
appropriate tools for each, as well as going back and forth 
between display of lexical citation forms and of signs in 
context. Thus, this will require enhancement of our web 
interface to facilitate searching, browsing and 
downloading the kind of data and annotations that are 
contained in the ASLLVD. Ultimately, the plan is to 
incorporate many of the search functionalities of the 
LVVT into our main web interface, the DAI. 

The LVVT in its current implementation employs 
signs in citation form. However, we envision that future 
versions of this system might also collate signs from 
continuous signing corpora (such as our NCSLGR corpus) 
where start/end annotations for individual signs are 
available. This extension could provide a seamless 
interface for viewing and synchronizing linguistic 
annotations across what are presently disparate datasets.  

Finally, we are pursuing development of a lookup 
tool to facilitate access to multimedia materials such as 
ASL dictionaries. Modifications of interfaces we have 
developed for working with this kind of data (e.g., within 
the Java reimplementation of SignStream®, where tools 
are provided to facilitate intuitive data entry of 
phonological and morphological information) could also 
allow users to specify partial information about 
articulatory properties in order to improve upon results of 
computer-based search and retrieval.  
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Abstract 

A serious problem facing the community of researchers in the field of sign language is the absence of a large parallel corpus for 
signs language.  The ASLG-PC12 project proposes a rule-based approach for building a big parallel corpus of English written texts 
and American Sign Language glosses. We present a novel algorithm that transforms an English part-of-speech sentence to an ASL 
gloss. This project was started in the beginning of 2011 as a part of the project WebSign, and it offers today a corpus containing 
more than one hundred million pairs of sentences between English and ASL glosses. It is available online for free to promote 
development and design of new algorithms and theories for American Sign Language processing, for example statistical machine 
translation and related fields. In this paper, we present tasks for generating ASL sentences from the Gutenberg Project corpus that 
contains only English written texts. 
 
Keywords: American Sign Language, Parallel Corpora, Sign Language 
 

1. Introduction 
To develop an automatic translator or any other tool that 
requires a learning task for Sign Languages, the major 
problem is the collection of parallel data between text 
and Sign Language. A parallel corpus contains large and 
structured texts aligned between source and target 
languages. They are used to do statistical analysis and 
hypothesis testing, checking occurrences or validating 
linguistic rules on a specific universe.  Since there is no 
standard and sufficient corpus for Sign Language 
(Morrissey & Way, 2007; Morrissey S. , 2008), to 
develop statistical machine translation that requires 
pre-treatment prior to the execution of the process of 
learning which needs an important volume of data.  
For these reasons, we started to collect pairs of sentences 
between English and American Sign Language Gloss. 
And due to absence of data, especially in ASL and in 
other side there exists a huge data of English written text; 
we have developed a corpus based on a collaborative 
approach where experts can contribute in the collection 
and in correction of bilingual corpus and also in 
validation of the automatic translation. Experts are 
people that are authorized to validate translations and 
correct suggestions of translations. ASLG-PC12 project 
(Othman & Jemni, 2011) was started in 2010, as a part of 
the project WebSign (Jemni & El Ghoul, 2007) that 
carries on developing tools able to make information 
over the web accessible for deaf. The main goal of our 
project WebSign is to develop a Web-based interpreter 
of Sign Language (SL). This tool would enable people 
who do not know Sign Language to communicate with 
deaf individuals. Therefore, contribute in reducing the 
language barrier between deaf and hearing people. Our 
secondary objective is to distribute this tool on a 
non-profit basis to educators, students, users, and 
researchers, and to disseminate a call for contribution to 
support this project mainly in its exploitation step and to 
encourage its wide use by different communities.  
In this paper, we review our experiences with 
constructing one such large annotated parallel corpus 

between English written text and American Sign 
Language Gloss –the ASLG-PC12 (Othman & Jemni, 
2011), a corpus consisting of over one hundred million 
pairs of sentences.  
The paper is organized as follow. Section 2 presents a 
brief description about American Sign Language Gloss. 
Section 3 presents methods and pre-processing tasks for 
collecting data from the Gutenberg Project (Lebert, 
2008). We present two stages of pre-processing, in which 
each sentences had been extracted and tokenized.  After, 
we present our method and algorithms for constructing 
the second part of the corpus in American Sign 
Language Gloss. Constructed texts were generated 
automatically by transformation rules and then corrected 
by human experts in ASL. We describe also the 
composition and the size of the corpus. Discussions and 
conclusion are drawn in section 5.  

2. Background 
Several projects, concerned with Sign Language, 
recorded or annotated their own corpora, but only few of 
them are suitable for automatic Sign Language 
translation due to the number of available data for 
learning and processing. The European Cultural Heritage 
Online organization (ECHO) published corpora for 
British Sign Language (Woll, Sutton-Spence, & Waters, 
2004), Swedish Sign Language (Bergman & Mesch, 
2004) and the Sign Language of the Netherlands 
(Crasborn, Kooij, Nonhebel, & Emmerik, 2004). All of 
the corpora include several stories signed by a single 
signer. The American Sign Language Linguistic 
Research group at Boston University published a corpus 
in American Sign Language (Athitsos, et al., 2010). TV 
broadcast news for the hearing impaired are another 
source of sign language recordings. Aachen University 
published a German Sign Language Corpus of the 
Domain Weather Report (Bungeroth, Stein, Dreuw, 
Zahedi, & Ney, 2006). In 2010, Sara et al., (Morrissey, 
Somers, Smith, Gilchrist, & Dandapat, 2010) published a 
multimedia corpus in Sign Language for machine 
Translation. In literature, we found many related projects 
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aiming to build corpus for Sign Language. Most of them 
are based on video recording and we cannot find textual 
data toward building translation memory. Textual data 
for Sign Language is not a simple written form, because 
signs can contain others information line eye gaze or 
facial expressions. So, for our corpus, we will use 
glosses to represent Sign Language. In the next section, 
we will present a brief description about glosses. 

3. Glossing signs 
Stokoe (Stokoe, 1960) proposed the first annotation 
system for describing Sign Language. Before, signs were 
thought of as unanalyzed wholes, with no internal 
structure. The Stokoe notation system is used for writing 
American Sign Language using graphical symbols. After, 
others notation systems appeared like HamNoSys 
(Prillwitz & Zienert, 1990) and SignWriting (Sutton & 
Gleaves, 1995). Furthermore, Glosses are used to write 
signs in textual form. Glossing means choosing an 
appropriate English word for signs in order to write them 
down. It is not a translating, but, it is similar to 
translating. A gloss of a signed story can be a series of 
English words, written in small capital letters that 
correspond to the signs in ASL story. Some basic 
conventions used for glossing are as follows: 
• Signs are represented with small capital letters in 

English. 
• Lexicalized finger-spelled words are written in small 

capital letters and preceded by the ‘#’ symbol. 
• Full finger-spelling is represented by dashes between 

small capital letters (for example, A-C-H-R-A-F). 
• Non-manual signals and eye-gaze are represented on 

a line above the sign glosses. 
In this work, we use glosses to represent Sign Language. 
In the next section, we will describe steps for building 
our corpus. 

4. English-ASL Parallel Corpus 

3.1 Problematic issues 
As we say in the beginning, the main problem to process 
American Sign Language for statistical analysis like 
statistical machine translation is the absence of data 
(corpora or corpus), especially in Gloss format. By 
convention, the meaning of a sign is written 
correspondence to the language talking to avoid the 
complexity of understanding. For example, the phrase 
“Do you like learning sign language?” is glossed as 
“LEARN SIGN YOU LIKE?”. Here, the word “you” is 
replaced by the gloss “YOU” and the word "learn-ing" is 
rated "LEARN". Our machine translate must generate, 
after learning step, the sentence in gloss of an English 
input.  

3.2 Ascertainment and approach 
Generally, in research on statistical analysis of sign 
language, the corpus is annotated video sequences. In our 
case, we only need a bilingual corpus, the source 
language is English and the language is American Sign 

Language glosses transcribed. In this study, we started 
from 880 words (English and ASL glosses) coupled with 
transformation rules. From these rules, we generated a 
bilingual corpus containing 800 million words. In this 
corpus, it is not interested in semantics or types of verbs 
used in sign language verbs such as "agreement" or 
"non-agreement". Figure 1 shows an example of 
transformation between written English text and its 
generated sentence in ASL. The input is “What did 
Bobby buy yesterday?” and the target sentence is 
“BOBBY BUY WHAT YESTERDAY?”. In this 
example, we save the word “YESTERDAY” and we can 
found in some reference “PAST” which indicates the 
past tense and the action was made in the past. Also, for 
the symbol “?” it can be replaced by a facial animation 
with “WHAT”. For us, we are based on lemmatization of 
words. We keep the maximum of information in the 
sentence toward developing more approaches in these 
corpora. Statistics of corpora are shown in Table 1. The 
number of sentences and tokens is huge and building 
ASL corpus takes more than one week. 

 
Figure 1: An example of transformation: English input 

‘What did Bobby buy yesterday?’  

 
Figure 2: Steps for building ASL corpora  
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The input of the system is English sentences and the 
output is the ASL transcription in gloss. In table 2, only 
simple rules are shown, we can define complex rule 
starting from these simple rules. We can define a 
part-of-speech sentence for the two languages. 
According to figure 3, when we check if the rule of S 
exists in database, the algorithm will return true, in this 
case, we apply directly the transformation. Of course, all 
complex rules must be created by experts in ASL. Table 
2 shows some transformation from English sentence to 
American Sign Language.  We present the 
transformation rule made by an expert in linguistics. 
 Corpus size English Corpus size ASL Gloss 

 tokens sentences tokens sentences 

PART 1 280 M 13 M 280 M 13 M 

PART 2 323 M 16 M 323 M 16 M 

PART 3 549 M 27 M 549 M 27 M 

PART 4 292 M 14 M 292 M 14 M 

PART 5 150 M 7 M 150 M 7 M 

Table 1. Size of the American Sign Language Gloss 
Parallel Corpus 2012 (ASLG-PC12) 

 

English sentence: what is your name? 
ASL sentence: IX-PRO2 NAME, WHAT? 
Transformation rule:   

1_VBP 2_PRP 3_JJ 4_. !  2_PRP 0_DESC- 3_JJ 4_. 
English sentence:  Are you deaf?  
ASL sentence: IX-PRO2 DESC-DEAF? 
Transformation rule:   

1_VBP 2_PRP 3_DT 4_NN 5_.   !  4_NN 2_PRP 5_. 
English sentence: are you a student?  
ASL sentence: STUDENT IX-PRO2? 
Transformation rule:   

1_VBP 2_PRP 3_DT 4_NN 5_.  ! 4_NN 2_PRP 5_. 
English sentence: do you understand him? 
ASL sentence: IX-PRO2 UNDERSTAND IX-PRO3? 
Transformation rule:   

1_VB 2_PRP 3_VB 4_PRP  ! 2_PRP 3_VB 4_PRP 

Table 2. Example of full sentences transformation rules 
 
In figure 2, we describe steps to transform an English 
sentence into American Sign Language gloss. The input 
of the system is the English sentence. Using CoreNLP 
tool, we generate an XML file containing morphological 
information about the sentence after tokenization task. 
Then, we build the part-of-speech sentence and thanks to 
the transformation rules database, we try to transform the 
input for each lemma. In some case, we can found that 
the part-of-speech sentence doesn’t exist in the data-base, 
so, we transform each lemma. Transformation rule for 
lemma is presented in table 3. In the last step, we add an 
uppercase script to transform the output. The 
transformation rule is not a direct transformation for each 
lemma, it can an alignment of words and can ignore 

some English words like (the, in, a, an, etc.). 

3.3 Transformations rules 
Not all transformation rules used to transform English 
data were verified by experts in linguistics. We validate 
only 800 rules and transformation rules for lemma. We 
cannot validate all rules because there exist an infinite 
number of rules. For this reason, we developed an 
application that offer to experts to enter their rules from 
an English sentence, without coding. The application is 
just a simple user interface that contains lemma 
transformation rule, and the expert will compose lemma. 
After that, he save the result and rebuild the corpora. The 
built corpus is a made by a collaborative approach and 
validated by experts.  

3.4 Collecting data from Gutenberg 
Acquisition of a parallel corpus for the use in a statistical 
analysis typically takes several pre-processing steps. In 
our case, there isn’t enough data between English texts 
and American Sign Language. We start collecting only 
English data from Gutenberg Project toward transform it 
to ASL gloss. Gutenberg Project (Lebert, 2008) offers 
over 38K free ebooks and more than 100K ebook 
through their partners. Collecting task is made in five 
steps: 
Obtain the raw data (by crawling all files in the FTP 
directory). 
• Extract only English texts, because there exist ebook 

in others languages than English like German, 
Spanish. We found also files containing ADN 
sequences. 

• Break the text into sentences (sentence splitting task). 
• Prepare the corpora (normalization, tokenization). 
In the following, we will describe in detail the 
pre-processing steps to clean collected data.  

3.5 Sentence splitting, tokenization, chunking 
and parsing 
Sentence splitting and tokenization require specialized 
tools for English texts. One problem of sentence splitting 
is the ambiguity of the period “.” as either an end of 
sentence marker, or as a marker for an abbreviation. For 
English, we semi-automatically created a list of known 
abbreviations that are typically followed by a period. 
Issues with tokenization include the English merging of 
words such as in “can’t” (which we transform to “can 
not”), or the separation of possessive markers (“the 
man’s” becomes “the man ’s”). We use also an available 
tool for splitting called Splitta (Gillick, 2009). The 
models are trained from Wall Street Journal news 
combined with the Brown Corpus which is intended to 
be widely representative of written English. Error rates 
on test news data are near 0.25%. Also, we use CoreNLP 
tool (Toutanova & Manning, 2000; Klein & Manning, 
2003). It is a set of natural language analysis tools which 
can take raw English language text input and give the 
base forms of words, their parts of speech. 
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3.6 Releases of the English-ASL Corpus 
The initial release of this corpus consisted of data up to 
September 2011. The second release added data up to 
January 2012, increasing the size from just over 800 
sentences to up to 800 million words in English. A 
forthcoming third release will include data up to early 
2013 and will have better tokenization and more words 
in American Sign Language. For more details, please 
check the website (Othman & Jemni, 2011). 

5. Discussions and conclusion 
We described the construction of the English-American 
Sign Language corpus. We illustrate a novel method for 
transforming an English written text to American Sign 
Language gloss. This corpus will be useful for statistical 
analysis for ASL. We present the first corpus for ASL 
gloss that exceeds one hundred million of sentences 
available for all researches and linguistics. During the 
next phase of the ASLG-PC12 project, we expect to 
provide both a richer analysis of the existing corpus and 
others parallel corpus (like French Sign Language, 
Arabic Sign Language, etc.). This will be done by first 
enriching the rules through experts. Enrichment will be 
achieved by automatically transforming the current 
transformation rules database, and then validating the 
results by hand. 
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Abstract   
In  this  paper,  we  would  like  to  share  our  experience  in  training  up  Deaf  individuals  from  the  Asian-Pacific  countries  to  compile  sign  
language  dictionaries  and  conduct  sign  language  research  through  the  ‘Asia-Pacific  Sign  Linguistics  Research  and  Training  Program’  
at  the  Chinese  University  of  Hong  Kong.  The  program,  fully  funded  by  the  Nippon  Foundation,  is  a  multi-country,  multi-phase  project  
which  aims  at  nurturing  Deaf  people  to  become  sign  language  researchers  through  a  series  of  credit-bearing  training  programs  at  the  
diploma  and  higher  diploma  levels.  The   training  covers   three  major  areas:  Sign  Linguistics,  Sign  Language  Teaching  and  English  
Literacy.  One  important  part  of  the  training  involves  the  production  of  sample  dictionaries  of  the  Deaf  trainees’  own  sign  languages.  To  
confirm  the  dictionary  entries,  the  Deaf  trainees  conduct  surveys  in  the  Deaf  communities  in  their  home  countries  from  time  to  time  
and  as  a  result  a  substantial  amount  of  lexical  variants  have  been  collected.  An  online  database,  called  the  Asian  SignBank,   is  now  
being  developed   to  house   these   lexical   data   and   facilitate   further   research.  Apart   from  basic   search   functions,   the  SignBank  also  
incorporates  detailed  phonetic  features  of  individual  signs  and  a  materials-generating  function  which  allows  quicker  production  of  
dictionaries  in  the  future. 
 
Keywords:  sign  language  documentation,  sign  linguistic  training,  sign  language  lexicography,  the  Asia-Pacific  region 
 
 

1. Introduction 
In   this   paper,  we  would   like   to   share   our   experience   in  
training   up   Deaf   individuals   from   countries   in   the  
Asian-Pacific   region   to   compile   sign   language  
dictionaries  and  conduct  sign  language  research  through  
‘the  Asia-Pacific  Sign  Linguistics  Research  and  Training  
Program’   (hereafter   APSL   Program)   at   the   Chinese  
University   of  Hong  Kong.   Specifically,  we  will   discuss  
the  types  of  training  given  to  these  Deaf  people,  the  field  
work   methods   that   they   use   to   collect   lexical   variation  
data  during  the  compilation  of  sign  language  dictionaries,  
and  the  design  of  the  Asian  SignBank,  an  online  platform  
being  developed  to  house  these  lexical  data.   

2. The  APSL  Program 

2.1 Founding  Philosophy 
Sign   language   research   has   flourished   in   an   increasing  
number   of   countries   over   the   past   few   decades,  
particularly   in   the   States   and   Europe.   Apart   from   its  
academic   contributions,   the   accumulated   research  
findings  have  brought  forth  remarkable  breakthroughs  in  
the   recognition   of   the   value   of   sign   languages   to   Deaf  
communities   and   in   the   education   systems   of   Deaf  
children.   In   the   Asia-Pacific   Region,   however,  
misconceptions  and  prejudice  against  sign  languages  and  
Deaf  people  still  abound  due  to  a  lack  of  research.  To  help  
improve  the  situation  of  the  Deaf,  there  is  a  pressing  need  
to   document   sign   languages   in   the   region   and   develop  
sign   language   resources   that   can   support   future  
developments.   Upon   seeing   this   need,   the   Nippon  
Foundation   offered   a   major   donation   to   the   Chinese  
University  of  Hong  Kong  to  set  up  the  APSL  Program  in  

2003.   This   program   is   a   multi-country,   multi-phase  
project   that   aims   at   documenting   sign   languages   and  
empowering   the   Deaf   communities   in   the   Asia-Pacific  
region   by   providing   sign   linguistic   training   to   Deaf  
individuals.   

2.2 Training  for  the  Deaf  researchers 
During  the  first  phase  of  the  program  (2003-2007),  a  total  
of  270  hours  of  on-site  linguistic  training  was  provided  to  
deaf   fluent   signers   in   Hong   Kong   (4   trainees),   the  
Philippines   (6   trainees),   Cambodia   (6   trainees)   and  
Vietnam   (8   trainees).   The   training   scheme   included  
introductory  courses  on  the  formational  structure  of  sign  
languages,   grammatical   structure   of   sign   languages,  
lexical   structure   of   sign   languages,   sociolinguistics,  
lexicographical  study  of  sign  languages,  and  applied  sign  
language   linguistics.   One   important   component   of   this  
phase   was   the   production   of   practical   dictionaries   and  
sign   language   teaching   materials,   which   were   deemed  
indispensable  for  the  promotion  of  sign  languages  in  the  
local  communities.   
 
In   the   second   phase   (2006  –   2012),   the  APSL  Program  
was  further  expanded  to  support  training  to  both  Deaf  and  
hearing   individuals   with   the   long-term   goal   of  
establishing   sign   linguistics   research   units   at   the  
university   level   in   the   participating   countries. 1    
Collaboration  was   sought   with   the   Regional   Secretariat  
for  Asia   and   the  Pacific   of   the  World  Federation  of   the  
Deaf   (WFD   RSA/P)   in   identifying   the   participating  
countries   and   contacting   local   Deaf   organizations   for  

                                                           
1   Negotiation   with   the   Nippon   Foundation   about   further  
extension  of  the  APSL  Program  is  now  underway.   
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recruiting   potential  Deaf   trainees.   Selected  Deaf   adults,  
who  are  fluent  signers  of  their  own  sign  languages,  were  
brought   to   Hong   Kong   to   receive   centralized   research  
training  at  the  Chinese  University  of  Hong  Kong.  The  first  
cohort,   consisting  of   five  deaf   adults   from  Sri  Lanka,   4  
from  Indonesia  and  2  from  Hong  Kong,  commenced  their  
training  in  November  2007.  Recently,  in  November  2010,  
5  Japanese,  2  Fijian  and  2  Hong  Kong  Deaf  adults  were  
admitted  as  the  second  cohort.  Most  of  these  Deaf  trainees  
had  only  completed  10th/11th  grade  without  opportunities  
of  further  education  in  their  home  countries.   
 
The   training   in   Phase   II   covers   three   major   areas:   sign  
linguistics,   sign   language   teaching   and  English   literacy.  
Five  diploma  programs  and  one  higher  diploma  program  
(1,350  hours  of  training  in  total)  are  jointly  offered  by  the  
Centre   for   Sign   Linguistics   and   Deaf   Studies   and   the  
School   of   Continuing   and   Professional   Studies   of   the  
Chinese  University  of  Hong  Kong.  They  are: 
 
 Diploma   Program   in   Basic   Sign   Language  

Lexicography  for  the  Deaf;; 
 Diploma   Program      in   English   Literacy   and   IT  

Application  for  the  Deaf;; 
 Diploma  Program  in  Sign  Language  Studies  for  the  

Deaf;; 
 Diploma  Program  in  General  Studies  for  the  Deaf;; 
 Diploma  Program  in  English  Literacy  Skills   for   the  

Deaf;;  and 
 Higher   Diploma   in   Sign   Linguistics   and   Sign  

Language  Teaching, 
 

The  sign  linguistic  component  covers  areas  such  as  sign  
language   lexicography,   phonology,  morphology,   syntax,  
sociolinguistics,   sign   language   research   projects,  
language  acquisition,  etc.,  which  equip  the  Deaf  trainees  
with   basic   knowledge   and   skills   for   compiling  
dictionaries   and  documenting   their   own   sign   languages.  
The  purpose  of   the  English  component   is   to  ensure   that  
the  trainees  develop  sufficient   reading  and  writing  skills  
for   accessing   information   and   conducting   research  
independently.   The   sign   language   teaching   modules  
include   teaching   methodology,   materials   development,  
syllabus  design,  language  assessment  and  practicum.  It  is  
hoped   that   these   trainees   will   become   competent   sign  
language   teachers   and   take   the   lead   of   promoting   sign  
language  in  their  home  countries  in  the  future.     

2.3 Training   for   the   Hearing   researchers   and  
inter-university  collaboration 
While   grooming   deaf   sign   language   researchers   is  
essential  to  Deaf  empowerment  in  the  long  run,  we  also  
see   the   importance   of   nurturing   hearing   researchers   to  
work  as  collaborators  with  Deaf  people  in  promoting  the  
study  of  sign  languages.  Hence,  efforts  have  been  made  to  
set   up   inter-university   links   with   the   participating  
countries   for   recruiting   committed   hearing   students   to  
come   to  CUHK  to  receive   sign   linguistic   training  at   the  
master   level.      So   far,   the   University   of   Indonesia  

(Indonesia),   the  University  of  Kelaniya   (Sri  Lanka),   the  
University  of  the  South  Pacific  (Fiji)  and  the  University  of  
Tokyo   (Japan)   have   agreed   to   be   our   collaborators.   For  
each   country,   a  maximum  of   two   hearing   students   with  
good   signing   skills   will   be   recruited.   At   present,   two  
hearing  Indonesian  students  are  receiving  their  training  in  
Hong  Kong.  More  are  expected  to  come  in  the  near  future.     

3. Documentation  of  Sign  Languages     

3.1 Compiling   dictionaries   and   teaching  
materials 
Besides  studying,  the  Deaf  trainees  of  the  APSL  Program  
(Phase   II)   are   involved   in   the   production   of   sample  
dictionaries   and   teaching   materials   of   their   own   sign  
languages.  The  dictionaries  basically  adopt  parameters  in  
sign   language   phonology   as   the   principles   for   entry  
ordering.   Signs   are   first   broadly   classified   in   terms   of  
handshapes   and   ordered   accordingly.   Within   each  
handshape,  the  signs  are  further  ordered  according  to  the  
number   of   hands,   palm  orientation,   etc.   For   the   entries,  
both   line   drawings/still   photos   and   video   clips   are  
produced.   The   line   drawings/still   photos   are   used   for  
producing   printed   dictionaries,   whereas   the   video   clips  
will   be   used   for   producing   electronic   dictionaries   or   be  
placed  online  for  public  access  in  the  future.  We  decided  
to   provide   training   on   different   ways   to   produce  
dictionaries  because   the   format  of   the   dictionaries  Deaf  
trainees   will   make   in   the   future   depends   on   the  
socio-economic  situation  of  their  own  communities.  For  
developed  countries  where  computers  are  commonplace,  
electronic  dictionary  is  the  way  to  go;;  printed  dictionaries  
with   line-drawings   will   be   suitable   for   developing  
countries  where  computers  are  still  rare  and  printing  cost  
is  high   for   full   images.  So   far,   the  Sri  Lankan   team  has  
finished   the  drafts  of  Book  1  and  Book  2  of   the  sample  
dictionaries,   each  consisting  of  around  250  sign  entries.  
The  Indonesian  team  is  working  on  the  dictionaries  of  two  
signing  varieties,  one   in   Jakarta  and  one   in  Yogyakarta.  
For   both   varieties,   the   drafts   of   Book   1   and   2   are   also  
completed.  Both  the  Sri  Lankan  and  Indonesian  students  
are  preparing   the  manuscripts  of   the   teaching  materials.  
As  for  the  Japanese  and  Fijian  trainees,   they  just  started  
the   compilation   recently,   and   hopefully   the   draft   of   the  
first  dictionary  booklet  will  be  ready  by  the  end  of  2012.   

3.2 Field   surveys,   lexical   variation   and   other  
sign  language  data 
Note   that   in   the   process   of   dictionary   compilation,   the  
Deaf   trainees   are   required   to   conduct   surveys   in   their  
home   countries   once   or   twice   a   year   to   verify   the   sign  
entries  and  look  for  possible   lexical  variants.  What  they  
usually  do  is  prepare  photos/movie  clips  for  eliciting  the  
target   signs,   and   look   for   fluent   deaf   signers   in   their  
countries  as  informants.  The  lexical  variants,  when  found,  
are  videotaped.  These  surveys  provide  useful  information  
on   the   lexical   variations   across   signers   in   the   Deaf  
community.  So  far,  over  3000  lexical  variants  have  been  
collected   from   Sri   Lankan   Sign   Language   and   the   two  
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signing  varieties  in  Indonesia  respectively.   
 
In  the  fieldwork  survey,  the  trainees  also  collected  some  
other  signing  data  such  as  picture  descriptions,  narratives  
and   conversations   from   the   signing   informants.   These  
data   can   be   used   for   further   linguistic   research   or   as  
references   for  making   teaching  materials.   In   fact,   these  
lexical   variations   and   discourse   data   are   now   being  
analyzed  in  the  following  small-scale  research  projects  by  
the  Deaf/hearing   trainees  or  staff  members  of   the  APSL  
Program: 
 
 Comparing  Jakarta  Sign  Language  and  Yogyakarta  

Sign  Language 
 Sign  language  use  and  lexical  variations  in  Jakarta  

Sign  Language 
 A   comparison   of   word   order   in   Hong  Kong   Sign  

Language,  Sri  Lankan  Sign  Language,  and  Jakarta  
Sign  Language 

4. Asian  SignBank 

4.1 Design  of  the  infra-structure 

The  Asian  SignBank  is  an  online  database  developed   to  
facilitate   componential   analysis   and   storage   of   sign  
entries  collected  through  the  APSL  Program.  It  is capable 
of storing a wide range of linguistic information of a sign, 
including: 

 glosses of signs in their native spoken language and 
English, to facilitate both local and international 
access of information; 

 individual glosses for each component in compound 
signs; 

 examples which make use of that sign; 
 related signs which show variation of the signs in the 

Deaf community, and 
 detailed phonetic information of the sign. 

The phonetic notional system of the SignBank is based on 
the feature analysis proposed by Brentari’s   Prosodic  
Model (1998), as shown in Figure 1:  

Figure  1.  Brentari’s  Prosodic  Model  (1998)  
 
For each sign, the phonetic information that can be listed 
in the system include: inherent features (i.e. static features 
of a sign, like the handshape, place of articulation, body 

part, palm orientation, handparts, etc.) and prosodic 
features (i.e. dynamic features of a sign, like path and 
shape, setting, orientation, aperture and handshape 
changes, trilled movements, etc.)  (See  Figure  2). 

Figure   2:   A   result   page   from  Asian   SignBank   showing  
detailed  linguistic  features  of  a  sign. 

4.2 Benefits  to  sign  language  research 
In addition to providing a storage and viewing platform 
for the linguistic properties of signs, the Asian SignBank 
also allows a searching strategy of the signs according to 
any piece of information one may know about them, from 
the glosses to the most detailed phonetic information. 
Searching can be done by a single feature or by a 
conditioned combination of features. For instance, in 
Figure 3, a user can search for a sign with a handshape 
plus location feature (e.g. 5-handshape + articulated on 
the shoulder). Also, users can look for the definition and 
pre-defined values of each linguistic feature (Figure 4). 
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Figure 3. A search page of the Asian SignBank allowing 
users to query for a sign with different combinations of 
linguistic features. 

Figure 4. An explanation page describing the definition of 
each linguistics feature and its corresponding pre-defined 
values. 
 
On top of serving a sign retrieval purpose, the search 
functions can serve a descriptive statistical purpose such 
as frequency of occurrence or co-occurrence of particular 
features of signs. When the system extends to include 
other sign languages in Asia, the system will allow a 
cross-linguistic comparison of signs and their linguistic 
information. So far the data in the Asian SignBank has 
already supported the completion of an M.Phil thesis on 
the movement properties of Hong Kong Sign Language 
(Mak 2011). 

4.3 Sign  language  material-generating  function 
Recently,  a  materials-generating  function  was  also  added  
to   the   system   to   allow   researchers   to   generate   search  

outputs   in   formats   that   (i)   facilitate   qualitative   and  
quantitative  analysis;;  (ii)  allow  sign  language  dictionary  
and  glossary  production  in  customized  formats;;  and  (iii)  
allow   sign   language   materials   production   that   suits  
different  teaching  purposes.   
 
For  instance,  a  sign  language  teacher  may  want  to  get  a  
list   of   all   S-handshaped   signs   for   his   class,   or   a   sign  
linguist  may  want   to   retrieve   from   the  Asian  SignBank  
with  all  the  signs  from  different  countries  that  use  ‘head’  
as  the  body  part.  Without  the  need  to  install  any  specific  
software,  users  can  get  the  resulting  documents  in  form  of  
Excel  spreadsheet  for  feature  analysis,  or  in  PDF  format  
with   customizable   layout   as   teaching   materials   or  
dictionary. 

4.4 Current  stage  of  development 
At present, the infrastructure of the Asian SignBank has 
been established and tested with around 2000 Hong Kong 
signs, 780 Vietnamese (Ho Chi Ming City) signs, 150 Sri 
Lankan signs, 340 Jakarta signs and 270 Yogyakarta signs. 
When the system is mature, more signs from these sign 
languages will be input and analyzed. The next target sign 
languages for the Asian SignBank will be from the sign 
language varieties of Japan and Fiji. 

5. Conclusion 
In  this  paper  we’ve  introduced  how  Deaf  adults  from  the  
Asia-Pacific  region  are  trained  to  compile  sign  language  
dictionaries,   produce   sign   language   teaching   materials  
and   become   sign   language   researchers/teachers   through  
the   APSL   Program   at   the   Chinese   University   of   Hong  
Kong.   We’ve   also   discussed   the   design   of   the   Asian  
SignBank,   an   online   database   developed   to   house   the  
lexical  data  of  different  sign  languages  in  a  way  that  can  
facilitate  linguistic  analysis  as  well  as  production  of  sign  
language  materials  for  research  or  pedagogical  purposes.  
Central  to  the  whole  APSL  Program  is  our  conviction  that  
Deaf   people   need   to   in   the   centre   of   sign   language  
documentation   and   sign   language   research,   which   is  
deemed  essential  for  the  empowerment  and  betterment  of  
Deaf  people  in  the  region  in  the  long  run.     
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Abstract 
We report on the project of compiling the first corpus of the Slovene Sign Language. The paper describes the procedures of data 
collection, the decisions regarding informant selection and plans for transcription and annotation. We outline the particularities of the 
Slovene situation, especially the high variability of the language, issues concerning language competence and the attitutes of the deaf 
community towards such data collection. At the time of writing, the data collection stage is nearly finished with over 70 recorded 
persons, and trancriptions with iLex are underway. The aim of the project is to use the corpus for explorations into the grammatical 
properties of SSL. 
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1. Introduction 
We are presenting SIGNOR (http://lojze.lugos.si/signor), 
a project to collect and annotate samples of the Slovene 
sign language (SSL) from natural signers. This is the first 
such endeavor for SSL, because so far all projects 
dealing with SSL were aimed at recording individual 
signs, compiling normative dictionaries and describing 
isolated grammatical aspects of SSL. The SIGNOR 
project aims to compile a representative corpus of SSL 
using natural signers, and then transcribe and annotate 
the video data to get the information needed for 
describing the lexicon and grammar of the language. 
The project consortium includes the Faculty of Arts as 
the leading partner and the Slovenian Academy of 
Sciences and Arts as the second partner. The deaf 
community is represented informally through two of the 
researchers, of which one is a natural signer and the 
other a CODA and a certified SSL interpreter, but also 
through the support of the three key institutions for the 
deaf in Slovenia: Deaf and Hard of Hearing Clubs 
Association of Slovenia, School for the Deaf Ljubljana 
and the Association of Slovene Sign Language 
Interpreters. 
The association of deaf clubs (ZDGNS)1 is the most 
influential institution for the deaf and hard of hearing in 
Slovenia and comprises various activities related to SSL 
and SSL education, including the compilation of an 
online SSL dictionary.  

2. Slovene Sign Language - background 
The Slovene deaf community is estimated at between 
700 and 1600 members. The exact number of the deaf is 
difficult to find for various reasons; some people may 
refuse to use the nationally provided voucher system for 
interpreting and thus remain "invisible", others may have 
become deaf at a later stage in their lives and are 
therefore not included in official statistics, and yet others 
may prefer not to be associated with the deaf community 
at all.  
Just like elsewhere in the world, being deaf does not 
equal sign language user and vice versa; many deaf 

                                                             
1 http://www.zveza-gns.si/ 

people have learned to communicate primarily through 
lip reading and speaking, and many sign language users 
are hearing children of deaf parents or simply hearing 
users of SSL, for whatever reason. 
The systematic development of SSL can be traced back 
to the 1970s, when Slovenia was still part of Yugoslavia 
and SSL was sporadically taught at seminars and 
courses, mostly organised by the Association (ZDGNS). 
Systematic activities related to interpreting have started 
in the mid-1980s and have resulted in the first 
interpreters' examination taking place in 1986 and 
yielding 16 new interpreters.  
The public awareness of sign language as the language 
of the deaf started to develop after 1980, when the first 
TV show for the deaf was broadcast by TV Koper. Still, 
the general attitude towards SSL in educational 
institutions remained sceptical, with very heavy bias 
towards "inclusion"; the practice of integrating deaf 
children into regular schools via lip reading and speaking 
Slovene.  
The situation changed considerably after the Act on the 
Use of Sign Language was adopted in 2002. The act 
acknowledged the fact that SSL is one of the indigenous 
languages in Slovenia and institutionalised the right of 
the deaf to use SSL in all public and private situations, 
and their right to use interpreters in all public situations, 
whereby a certain amount of interpreting services is 
funded by the government through a system of vouchers.  
The act further installs the Council of Slovene Sign 
Language, which is composed of members of different 
institutions and which should primarily monitor and 
enhance the development of SSL and the training of SSL 
interpreters.  
While this system may have provided deaf people access 
to many public services previously unavailable to them, 
it remains largely insufficient in providing equal 
opportunities in education. Sign language is taught only 
at two schools in Slovenia, and interpreting services 
required by deaf students largely exceed the hours 
financed by the government. As a consequence, there are 
currently only about 20 deaf students in Slovenia, and 
specialized vocabularies are severely underdeveloped in 
SSL.  
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3. Data collection 
The project intends to record between 80 and 100 
informants, whereby we shall ensure the representativity 
of the sample by including all 13 deaf clubs in Slovenia 
and by selecting informants on the basis of a survey of 
the entire deaf community. Recordings are already 
underway throughout Slovenia; at the time of writing we 
have recorded 72 informants.  
In order to be able to balance the corpus and explore the 
sources of variability we ask each informant to provide 
some personal information, whereby we follow strict 
data protection procedures.  
The personal information we are collecting from the 
signers include: 
 

• When and how did deafness develop 

• Age and gender 

• Primary hand 

• Education level 

• Place and region of birth 

• Place and region of education 

2.1 Recording sessions 
The recording sessions are composed of three parts. The 
first part is the informant's free signing about their life 
and family. This part serves as an ice-breaker and is often 
in the form of a dialogue between the interviewing 
student and the informant, the goal is to help the 
informant relax and get used to the camera. The second 
part of the session is recorded after the informant has 
watched an elicitation video on a general topic (e.g. 
politics, body, travel etc.).  The last part of the recording 
is aimed at collecting more specialized vocabulary and 
can be either free narration if the signer has a favorite 
subject (such as a specific hobby or sport), otherwise 
another elicitation video is used. The videos used contain 
little speech and show situations from various general 
and specialized topics. Spoken or written Slovene is 
avoided in elicitation videos because such input might 
influence the signer in their language use.  
The recording sessions are performed by deaf or hard of 
hearing students or CODAs. Experience gained so far 
shows that much better responses are obtained if the 
interviewer is deaf or hard of hearing. It seems that it is 
much easier for the informants to relax and sign 
spontaneously if the interviewer is an equal partner in the 
conversation. 
 

2.2 Field observations 
The organisaton of recording sessions is performed with 
the help of local deaf clubs. At the beginning of the 
project we organised a presentation event on the 
premises of the association of deaf clubs, where the goals 
of the project and the plans for data collection were 
presented to local presidents. The responses of the deaf 
community were cautious. It became clear from the 
questions and comments that some fears were related to 
the fact that this was the first time an academic 
institution launched a project on the topic of SSL, and 
that the deaf community felt this as an unwelcome 
intervention or an attempt to "prescribe" or "forbid" 
certain SSL usage. Having made clear that the aim of the 

project was primarily to describe the language as it is 
currently used, there was again some disappointment due 
to the fact that certain SSL users effectively wish for a 
certain level of standardisation to occur, for purely 
practical reasons.  
After the plenary presentation of the project we e-mailed 
each local deaf club a presentation leaflet and asked 
them to help us by providing contacts to their local 
members. The organisation of each individual recording 
session, communication with the informants and the 
actual interviewing and recording, were performed 
exclusively by deaf students. Some sessions took place 
on the premises of the local deaf club, while others took 
place at the informants' place of residence. The 
recordings of high school pupils at the School for the 
Deaf Ljubljana were performed at the school premises, 
whereby a signed permission was obtained from each 
informant's parents. 
Despite some initial mistrust co-operation with the local 
deaf clubs, the school for the deaf and the association 
ZDGNS was and continues to be excellent. We 
particularly wish to thank all informants who 
participated so far, because they did so on a purely 
altruistic basis and received no compensation of any 
kind.  
So far we have collected data from 72 informants from 
different Slovenian regions. We may have to discard 
some material either due to some informants' inability to 
relax and sign naturally, or due to insufficient SSL 
competence of some signers.  
Especially the latter issue seems difficult to delineate, 
because in our population SSL has been acquired in 
different ways and at various ages. Like in many other 
societies worldwide, sign language has not been 
systematically encouraged or taught in Slovenia until 
relatively recently.  The older deaf generation received 
no schooling in SSL whatsoever and were either 
linguistically neglected or vigorously taught to speak and 
lipread. In the younger generation there are large 
differences with regard to the place of schooling, because 
there is still only a single school in Slovenia where SSL 
is systematically taught: the School for the Deaf 
Ljubljana.2 Of course the extent of deafness also plays a 
role. For pragmatic reasons we adopted the position that 
for the purposes of our corpus a competent SSL user is 
anyone who frequently uses SSL to communicate with 
other SSL users. Such signers are considered to be 
adequate informants to our project and we make no 
further distinctions on the basis of linguistic competence. 
 

4. Corpus annotation and processing 
For the annotation and transcription of video data we 
have selected iLex (Hanke and Stolz 2008), a powerful 
and versatile tool providing for multi-tiered annotation. 
Since there is no real precedence for SSL annotation in 
Slovenia, numerous questions arise even before the first 
video has been processed.  
The first annotation stages include segmentation 

                                                             
2 SSL is taught as an independent school subject only at 
the secondary school level; it may be partly included into 
the course Communication skills at the primary school 
level. 
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(tokenization) and glossing (lemmatization). Apart from 
these we also intend to annotate the oral pronunciation 
(mouthing), and we plan to add the HamNoSys 
transcription at least for a part of the corpus (Schmaling 
and Hanke 2001). A translation into Slovene will also be 
provided, and for selected segments of the corpus we 
shall perform tests of inter-annotator agreement.  
Similar to other sign languages, Slovene sign language 
uses modifications of signs to express syntactic and 
semantic relations between items in a sentence. Thus, the 
base form of the sign TEACH can be modified in various 
ways to signify teacher (male or female), I teach (1st 
person, active voice), I am being taught (1st person, 
passive voice) and so on.  Transcribing such tokens 
involves deciding whether teach and teacher are to be 
considered forms of a single lexeme or two separate 
lexemes, whether the sign for female teacher should be 
tokenized as one sign or two and other similar dilemmas. 
SSL has a relatively poor specialized vocabulary, 
therefore many specific topics need to be signed 
"creatively", using general signs in new contexts and 
with new meanings. The mouthing accompanying these 
creative uses is necessary to infer the intended meaning, 
but in transcribing such signs we again need to decide 
whether this creative use constitutes a new lexeme or 
not. 
Another difficult issue is the interplay between SSL and 
the so-called "signed Slovene", a direct transposition of 
spoken Slovene into signs. While most sign language 
users agree that signed Slovene is an artificial construct 
that is never used in spontaneous conversations among 
deaf people, it clearly influences the development of SSL 
in many ways simply because it is commonly seen on 
national television. Thus, certain signs, such as those for 
copula verbs and conjunctions like "and", may be used 
more frequently in types of discourse more influenced by 
signed Slovene. The impact of Slovene on SSL syntax 
has yet to be empirically proven, but it is believed to be 
considerable. 
We know that many of these issues have been described - 
and some successfully resolved - by other researchers. 
We are aware of a large body of previous research in 
many sign languages of the world, and we plan to lean 
primarily on those bordering on Slovenia; Austrian 
(Krammer et al. 2001, Dotter 2011), Italian (Prinetto et 
al. 2011), Croatian (Tarczay 2010); as well as those with 
exceptional influence within Europe such as German 
(Konrad et al. 2003; Konig et al. 2008) and worldwide 
such as Australian (Johnston et al. 2006). We hope that 
indirectly the project will also have an impact on the 
ethical dimension of SSL use and the perception of 
deafness in our society. 
 

5. Conclusions and future work 
Since we are describing a relatively young and 
small-scale project, there are currently few conclusions 
and substantial future work. First of all we plan to finish 
collecting the materials and in particular proceed with 

the transcription, as this activity alone generates 
fundamental theoretical questions. Transcribing will be 
performed with iLex primarily by the project members, 
and in certain stages the deaf students will also be 
involved.  
Next we intend to provide some frequency data on the 
basic SSL vocabulary, which could be used to update the 
current SSL dictionary and, in particular, the currently 
used textbooks. Our next aim is a basic description of 
SSL grammar, in particular the syntactical structure and 
the use of spatial placeholders. We plan to experiment 
with computational techniques such as Machine 
Learning to infer grammatical rules.  
On a yet another level we hope to answer some 
sociolinguistic questions related to SSL and the factors 
influencing its development. Some of the questions we 
plan to explore include the role of education in general 
and the educational institute in particular, as there is 
currently only a single school in Slovenia teaching sign 
language; the development of sign "slang" among 
youngsters and the impact of other cultures; and the issue 
of regional/social/age-related variation in SSL use and 
the perceived need for standardization within the 
community.  
 
. 
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Abstract 

Sign language corpora serve many purposes, including linguistic analysis, curation of endangered languages, and evaluation of 
linguistic theories. They also have the potential to serve as an invaluable resource for improving sign language synthesis. Making 
corpora more accessible for synthesis requires geometric as well as linguistic data. We explore alternate approaches and analyze the 
tradeoffs for the case of synthesizing indexing and agreement verbs.   We conclude with a series of questions exploring the feasibility of 
utilizing corpora for synthesis. 
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1. Introduction 
Sign language corpora provide a means for developing 
new insights into sign language (Crasborn, 2008), for 
supporting the documentation and curation of endangered 
languages (Johnston & Schembri, 2006), and for enabling  
alternative methods for evaluating theories, such as those 
describing patterns in language acquisition (Lillo-Martin 
& Pichler, 2008).  By design, corpora are meant to support 
future as well as current research.   
Sign language corpora could also be a valuable resource 
for the development of better sign language synthesizers.  
A synthesizer is an essential component of an automatic 
translation system between spoken and signed language. 
It can also serve as a verification tool for transcribing 
lexical items and can serve as a powerful basis for 
building flexible educational tools. 
Current sign synthesizers excel at recalling items from a 
lexicon and concatenating them to create sentences.    
However, much work still needs to be done to expand the 
flexibility of synthesizers if they are to fulfill their 
promise, and corpora have the potential of serving a key 
role in this development. 
  

2. Using Corpora for Improving Synthesis 
The output of a synthesizer is only as good as the data 
used to create it.  Without access to corpora, researchers 
miss important cases that synthesis algorithms need to 
model.  New models must be rigorously tested with as 
many examples as possible.  Access to corpora opens the 
door for thorough testing.   
Corpora gathered for analysis provide large, rich 
collections of exemplars which are useful for algorithm 
development.   They have three advantages over those 
gathered by synthesis researchers.  The first is the level of 
quality of the recorded data, the second is the general 
purpose of the recorded data, and the third is the 
annotations accompanying the recorded data.   

2.1 High-Quality Recording 
Through years of experience, linguists have developed 
consistent methodologies for elicitation, and have 
established state-of-the-art recording facilities, designed 

specifically for capturing sign language.  The results are 
high-quality recordings that preserve as much information 
as possible. 

2.2 Generality 
The second advantage of corpora gathered for analysis is 
the general nature of the data. We have found that our own 
elicitation techniques can become too specific when we 
are interested in representing a particular language 
construct for synthesis.  As with movie directors, there the 
overwhelming desire to give such directions such as “now 
point to the red square.”  For example, when informants 
knew we were interested in the placement of indices, it 
overly influenced how the informants signed the story. 

2.3 Annotations   
If sign language corpora were simply a collection of 
recordings, their usefulness for synthesis would be limited 
due to the time investment required to manually search 
the videos for the desired exemplars.  The addition of 
annotations facilitates time-effective machine searching. 
Searchable annotations also provide the potential to 
identify exceptional cases that do not fit standard models.   
Synthesis algorithms need to incorporate these in order to 
exhibit the full range of expressiveness of natural signing. 
While annotation data desired by synthesis researchers 
and linguistic scholars share many similarities, they differ 
somewhat in several key areas.  To better understand these 
similarities and differences, the following section 
describes the organization of our sign synthesis system 
and lays the groundwork for a possible approach to utilize 
corpora originally intended for analysis. 

3. Motivation for treatment of numeric and 
linguistic data 

Ultimately any sign synthesis system must have access to 
numeric data for creating the postures and timing of 
animation.   Our sign synthesis system combines rules, 
linguistic labels and numeric data.  It has four major 
components – a handshape editor, a sign transcriber, an 
expression builder and a sentence generator.  The first 
three provide user interfaces to record and store numeric, 
phonemic and lexical data, as shown in Figure 1. The 
fourth combines these data to form complete sentences. 
Our earliest component was the handshape editor.  It 
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stores the information not in terms of joint rotations but as 
the handshape features of bend, spread and hook. A 
mathematical model (McDonald, et al., 2001) converts 
linguistic features to joint rotations, generating the 
numeric data required by the underlying animation 
engine. 
The sign transcriber uses handshapes as a basis for 
creating signs. It then allows for the designation of an 
articulator, place of articulation and palm orientation.  
These correspond to the phonemic parameters of 
handshape, location and palm orientation. 
  

Figure 1: Handshape editor, sign transcriber, expression 
builder 

 
Initial testing with members of the Deaf community 
indicated that more flexibility should be incorporated into 
this approach.  Reviewers indicated that signs were 
awkward, and would demonstrate that sometimes a 
different location may be preferable to that used in the 
synthesized animations.  As seen in Figure 2, we added a 
method to control positioning at a very fine level of detail. 
Although it still carries the linguistic tag “Left Temple”, 
the actual geometric position of the location has changed.  
 

 
Figure 2: Fine adjustment to phonemic parameter of 

location 
 

The linguistic parameter of motion caused the most 
difficulties.  We found that the rates of change are not the 
same for all parameters as shown in Figure 3.   In this 
example of the sign INFORM (National Technical 
Institute for the Deaf, 2000), the initial handshape (label 
A) transitions to the final handshape (label B) in half the 
time required to transition from the initial location (label 
A) to the final location (label C).   For this reason, the sign 
transcriber includes facilities to designate internal timing 
within a sign as seen in Figure 4. 
 
Some lexical signs require the inclusion of a facial 
nonmanual signal. To address this requirement, the 
expression builder provides access to facial elements used 
in the formation of nonmanual signals (Schnepp, Wolfe, 

& McDonald, 2010). 
 

 
Figure 3: Varying rates of change:  Handshape transition 

is complete before final location is achieved. 
 

 
 

Figure 4: Timing interface 
 
Additionally, the sign transcriber requires information 
about a sign’s part of speech (POS).  The data collected 
depends on the POS category.  For example, agreement 
verbs require information about the type of agreement 
(object only, both subject and object), direction 
(backwards or forwards), and orientation agreement 
(Toro, 2004).  The citation form is stored as data and the 
conjugated form is created dynamically when sentences 
are synthesized. 
Finally the sentence generator uses a stream of text tokens 
as input to combine lexical items and grammar rules to 
generate complete sentences.  The tokens can be glosses, 
fingerspelled words or indices.   The sentence generator 
looks up the sign stem in the lexicon.  Depending on the 
POS, rules modify the sign stem and may require 
additional information.  For example, if the sentence 
includes an agreement verb, the user needs to specify the 
subject and object by designating the relevant indices.  To 
synthesize the utterance, the sentence generator applies its 
grammar rules to modify the animation data, and renders 
the animation. Figure 5 shows the flow of data through the 
entire system.  The signs, handshapes and nonmanual 
signals are represented as data, while the sentence 
generator is rule-based. 
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Figure 5: Flow of data towards the sentence generator.  
Blue indicates a data-based representation; red 

indicates a rule-based representation. 

4. Synthesis methodology 
Introducing a new language construct into this system is a 
five-step process: 
1. Research the linguistic literature for descriptions and 
characterizations of the construct under study.  Linguistic 
theory provides the guidance and inspiration for the 
algorithmic representation. 
2. Observe examples of the construct in context.  Study 
multiple signers in multiple contexts.  This is similar to 
the motion studies animators create when planning an 
animation. 
3. Use or modify the software to implement the 
construct. Synthesize signed sentences. 
4. Conduct user tests with representatives of the Deaf 
community to gather feedback on questions such as 

a. Is the sentence comprehensible? 
b. Does the avatar sign it the way you would sign 

it?  
c. If it’s not right, would you show us how it should 

be signed? 
5. Analyze the feedback, propose refinements, and 
repeat the process. 
It is at step two where corpora would be most useful.  The 
next section discusses how different tiers in a corpus can 
benefit the synthesis process. 

5. Corpora from a synthesis standpoint 
Currently, we are studying processes involving indices 
and agreement verbs, and have been looking at the types 
of tiers that could support effective synthesis of sentences 
with these processes.  Having a gloss tier is essential and 
ID-glosses are optimal for searching our lexicon.   The 
start and end times for a sign are also critically useful, 
because they provide the average and range for a sign’s 
duration.  However, a gloss tier does not carry enough 
information to correctly surmise agreement verb 
conjugation. 
Most corpora include more than a gloss tier.  The 
following paragraphs analyze tier types and combination 
of tier types with respect to supporting synthesis. 

5.1 Gloss and phonemic tiers 
This approach focuses on descriptive annotation; where 
phonemic information is labeled, but syntactic 
designations are omitted to be as theory-neutral as 
possible.   This set of tiers is useful for supporting verb 
conjugation because it contains specific information 
about the starting and ending location of the verb form.  

However, it is difficult to infer the identity of the referents 
from these locations.  Per Padden (1990), the locus for a 
referent is not a precise geometric position.  Further 
different verbs (SHOW vs. TELL) will assume different 
geometric positions while still indicating the same 
referent.    Additionally, this approach requires a direct 
geometric interpretation of phonemes, which does not 
facilitate any fine-tuning required for naturally-flowing 
synthesis. 
 

5.2 Gloss and syntactic tiers 
In this approach, corpora contain not only glosses, but 
labels for POS and referents for agreement verb 
conjugation.   A synthesizer can utilize the syntactic 
information to apply its rules for modifying signs.  With 
this approach, the synthesizer makes some assumptions, 
placing the referents at “best guess” locations, and 
adjusting the verbs and nonmanual signals accordingly.  
Unfortunately, the synthesizer may not always make good 
guesses, particularly when there are more than two 
referents, resulting in awkward sentences. 

5.3 Gloss, syntactic and phonemic tiers 
Having access to both syntactic information about a 
referent as well as the phonemic information pertaining to 
its location gives a synthesizer everything it needs to 
create well-formed grammatical sentences that flow 
naturally.  However, the prospect of tagging for syntax 
(which might need to be revised) and recording the detail 
of phonemic data is a nontrivial challenge. 

5.4 Gloss, syntactic, and selected phonemic tiers 
One possibility might be to record syntactic tags, and only 
a small subset of phonemic information.  A synthesizer 
needs to know the location of a referent when it is 
established in the sign space, so the referent only needs to 
be tagged for location once in the annotation.  According 
to Padden (1986), a location remains associated with a 
referent during discourse until the signer explicitly 
associates a new referent with the location.  Since the only 
location data required is the first appearance of a referent, 
a corpus that already includes syntactic tagging would 
require minimal additional phonemic information. 

6. Benefits of Standardized Tiers for 
Synthesis 

Having a standardized set of tiers for synthesis would add 
flexibility.  It facilitates the possibility of interchanging 
signing avatars or animation software and provides a 
test-bed for different approaches to synthesis such as 
mocap, procedural or manual animation.  It also leaves 
open the possibility for changing avatars to accommodate 
different audiences (adults vs. children, addressing 
cultural sensitivities) or applications (real-time vs. higher 
fidelity rendering).     
Maintaining the separation between the phonemic and 
syntactic representations of sign language makes it 
possible to create and modify movement algorithms for 
sign production without requiring re-annotation. Results 
of lexicographic research from projects such as iLex 
(Hanke, Storz, & Wagner, 2010) could be used to improve 
models of movement, resulting in more natural and 
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believable sign synthesis.  This approach could 
potentially accommodate the incorporation of signing 
styles (Heloir & Gibet, 2009) or to aid in the development 
of more natural variability in a signer’s movements 
yielding a less robotic signing style. 
 

7. Work-in-progress 
We have created new algorithms for synthesizing 
indexing and agreements verbs based on a corpus study.   
For resources, we relied on the SignStream corpora 
(Neidle, 2002), videos from NTID (National Technical 
Institute for the Deaf, 2000), and our own elicited 
examples.  The animations are viewable at 
http://asl.cs.depaul.edu/LREC2012.   Feedback and 
comments are welcome.   

8. More Questions than Answers 
 
The considerations mentioned in this paper are only a 
beginning.  The following are open questions: 
 

x Is it too soon to think about standardization 
for synthesis? 

With standardization comes the potential benefit of 
increased collaboration and the possibility of sharing 
resources.  However, premature standardization can 
omit important features that are then difficult and 
expensive to add. 
x What other information is necessary to 

synthesize other language constructs? 
Although it has been posited that only a small amount 
of phonemic information needs to be annotated to 
create correct utterances involving agreement verbs,  
perhaps additional data is required for other cases.  
What other cases should be studied?  
x How can the impact of recording additional 

information be minimized? 
The process of annotation is expensive, and 
additional tagging to support synthesis will only 
exacerbate the situation.  Are there cases where more 
information can be inferred from extant data? 

 
It is hoped that this discussion will help open a dialog to 
consider the alternatives and ramifications for a 
standardization of annotation to support synthesis. 
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