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Abstract

This paper presents the first phase of building YY&D- a multi-genre Dialectal Arabic (DA) corpushat is compiled using Web data
from microblogs (i.e. Twitter), blogs/forums andlioe knowledge market services in which both questiand answers are
user-generated. In addition to introducing two ngenres to the current efforts of building DA compdi.e. microblogs and
question-answer pairs extracted from online knogéeaharket services), the paper highlights and ¢éscsveral new issues related to
building DA corpora that have not been handled rievipus studies: function-based Web harvesting diatect identification,
vowel-based spelling variation, linguistic hypemsation and its effect on spelling variation, unswyised Part-of-Speech (POS)
tagging and base phrase chunking for DA. Althoughdlgorithms for both POS tagging and base-phshseking are still under

development, the results are promising.
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1. Introduction
Dialectal Arabic (DA) refers to a large number abBic

dialects that speakers in the Arabic-speaking world online

acquire as their native languages. Despite shaaing
considerable  number of semantic,
morphological and lexical features with one anoted
with Modern Standard Arabic (MSA) variety, Arabic
dialects do substantially differ in almost all |laiage

larger than most of the complied corpora as disligs
section (8) — is brining two new genres to DA c@pu
complication efforts, namely microblogs (i.e. Twiffand
knowledge market services. With their
conversation-like direct interaction, Twitter ané\ Qosts

syntactic, make our corpus not only usable for information

extraction (i.e. POS tags, base-phrases, collotstio
parsing ... etc.), but also for more computer-mediate
human interaction studies, that work on how Welrause

subsystems (i.e. semantics, syntax, morphology andcommunicate to express opinions, show sentiment and

phonetics ...
recently given that it is the language variety afabic
mostly used in chats, microblogs, blogs, forumirimal

etc.). NLP interest in DA has increased take sides in arguments.

The second contribution of YADAC is using function

email, many recent TV shows and newspapers, whiggch a words to build the Web harvesting search queridsaso

themselves the target for NLP tasks and applicatsorth
as sentiment analysis and opinion extraction.

Current available corpora for DA — namely the LDC
Call[Home and CallFriend series (Canavan and Zipperl
1996, Canavan et al. 1997) and ELDA — are smallza
and focus on spoken rather than written DA. Thathy
there are many ongoing research projects tryinguttul
DA corpora that represent the language in its emitt
variety, especially as used on the Web. Differeaburces
are used such as blogs and forums (Diab et al. 2010);
online readers' commentaries on newspaper posidafZa

to build a threshold model for dialect identificati The
main assumption is that using lexical content wanétght
not be reliable enough given the overlap betweerabd\
Modern Standard Arabic (MSA) that is experimentally
proved (Duh and Kirchhoff 2005).

Highlighting and tackling spelling variation in DA
corpora as caused by vowel-based variations and
linguistic hypercorrection are the third contrilouis of
YADAC. Finally, we offer basic linguistic analyses
represented by POS tagging and base-phrase chunking
Despite the many performance improvements thagtdre

and Callison-Burch 2011) and also Web resourcesto be made in future phases of the corpus, thégrelry

combined with more traditional resources like boaksl

newspaper articles as in McNeil and Faiza (2011).

Moreover, most of current efforts aim at annotating
compiled corpora for basic linguistic informatiamch as:

results are promising.

The rest of this paper is divided into 9 sectiofse first
section is about the Web harvesting process ansktreh

Part-of-Speech (POS) tags, degree of dialectnes$, a queries used for that purpose. The second section

sentence boundaries among others.

YADAC is meant as a multi-dialectal and multi-genre
corpus for DA. Although this paper presents thetfir

discusses the function-word threshold model used fo
filtering corpus items of zero- or low-dialectalrntent.
The third section is about spelling variation in RAd
how it is handled given information extraction asr o

phase of the corpus compilation and analysis, whichtesting platform. It also handles spelling hyperection

focuses on Egyptian Arabic (EA), future work invedv
both Levantine and Gulf Arabic. The first contritomt
brought by our corpus — in addition to being cutisen

which is a less commonly tackled problem in DA §pgl
variation. The fourth section deals with the POg&jilag

preliminary results and ways to improve performazice
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the same thing is done for base-phrase chunkisgdtion
five. Samples of actual searches through the coapds
corpus descriptive statistics are given in sedcigrbefore
a brief summary of related work and concluding ndma
in sections, 7 and 8, respectively.

2. Web Harvesting DA
Three venues are used for

corpus compilation:

(2011) build their dialect identification modelsing
content words. Using the MSA morphological analyzer
Buckwalter Arabic Morphological Analyzer (BAMA)
(Buckwalter 2004), Diab et al. (2010) make the
hypothesis that if BAMA is unable to generate a
morphological analysis for an input word, it isnhe DA
word. According to this hypothesis, 19%, 13.5%, 8¢l
26% of the unigram word types in Egyptian, Iraqi,
Levantine and Moroccan blog posts are assumed

Twitter-APl-based search engines, online knowledge DA-exclusive, respectively, in their COLABA corpus.

market services and blog-based search enginesdebr
one of these, two different search engines are tsed
overcome the upper-bound limit of the returned cear
results that each search engine sets per query.

Generic queries, each of which consists of a mininad

three function words, are automatically created by jgentification

permuting the entries of a 1,527 EA-exclusive fiorct

Out of these claimed DA-exclusive words, 35% are
dialectal words and 30% are named entities. Mongove
50% and 25% of the least frequent bigrams andatmg
respectively, involve at least one dialectal woidhe
percentages of named entities in bigrams and trigrare

19% and 43%, respectively. Zaidan and Callison-Burc
(2011) use a trigram-based model for dialectal
built according to online readers'
commentaries on newspapers posts that are manually

words list. Using function words is meant to create evaluated by native speakers as being highly dallec

topic-independent search queries and thus broduen t
search scope and harvest more data. Out of théedrea
permutations, 15M search queries are randomly teglec
and used to crawl the Web over a period of 7 months
May 2011 to November 2011.

An example of the used search queries & (s ** g )
olie" [<zy ** m$ ** E$AN (how ** not ** because). The
asterisk stands for multiple words in all the usedrch
engines. There are two hypotheses for using tipis of
search queries: firstEA-exclusive function words are
generic words that users are to use in their EA fs0s
regardless of the topicsecond, multi-word search
queries are likely to return search hits with bigge
chunks of written material unlike mono-word search
gueries that can return posts — especially blogspesn
which the word is mentioned in a video, song ortpho
title.

The crawling output is then cleaned from HTML marku
noisy results (i.e. spam, advertisements, videoaamto
results, and broken links). Another cleaning stsp i

removing any overlapping search results across the

different search engines.
resulted from this Web harvesting process.
harvested item (i.e. tweet, Question-Answer (QAir pa
from the online knowledge market services, or tgogt)
has to be filtered based on its degree of dialsstne

An output of 11M words

3. A Threshold Modulefor Dialectness

Although the search-query sets are designed taabect!
exclusive, Arabic varieties overlap is almost itebie.
Not only does MSA overlap with Arabic dialects, bilgo
Arabic dialects overlap across one another. Theddithe
overlap can range from single words to completags
or clauses. For the purpose of our corpus, we foolis
on written dialectal identification, unlike most vikoon
dialect identification that focuses on spoken coapand
thus relies on prosodic phonological featuf@dorifi
2008 and Biadsy et al. 2009 among others).

Both Diab et al. (2010) and Zaidan and CallisondBur

The model achieves a precision rate of 71.2% aedall
rate of 77.6%.

MSA and EA, on one hand, and EA and other Arabic
dialects, on the other hand, share a considerabteop
their lexical repositories. This is proved by Duhda
Kirchhoff (2005) using BAMA that gave analyzes to
62.8% of their EA corpora and 71.8% the Levantine
Arabic corpora. Words analyzed by BAMA can be
divided into three categories:

(1) words that have the same phonetic, lexical,
morphological and syntactic features in both
MSA and DA likeJul /Aljy$/ (the army)
words that have the same lexical, morphological
and syntactic features but different
pronunciation liked& /qAl/ (said); which is
pronounced with as a voiceless uvular plosive in
MSA and with a glottal stop in EA despite being
written with the voiceless uvular plosiveq/ in
both dialects
words that have the same phonetic features, but
different lexical meanings, grammatical
categories and morphological features a&win
/by}p/ which is a noun meanirgnvironmenin
MSA but an adjective in EA meanimglgar.

)

®3)

EachThat is why our dialectal identification model esion

EA-exclusive function words and affixes to set arse
threshold to filter out corpus items (i.e. twedd#\ pairs
and blog posts) of low- or zero-dialectal contehte
hypothesis is thadlialect-exclusive function words and
affixes; surrounding content words, are better cues for
whether a content word is being used in its diakoor
standard meaning in case it belongs to any of the
aforementioned three categoriesA set of 1,000
randomly selected items — see appendix (A) fongpda—

is manually evaluated by two EA native speakersaon
scale of 1 to 3, with 1 being mostly MSA and 3 Igein
mostly DA. With an inter-annotator Kappa score &,0
730 items are evaluated as 3. Diagram (1) show the
precision and recall rates for function words aland for
using them with the highly frequent EA-exclusivefpx -

/bl (aspectual progressive prefix as<i#fn /bykth - he's
writing). Although the relatively low recall ratésad to
losing many corpus items, our module guaranteel hig
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dialectal content. The corpus size after dialect

identification is approximately 6M words.

FW+AFFX (0.256
threshold)

FW (0.20 threshold)

0% 20% 40% 60% 80% 100%

B Recall [ Precision
Diagram 1: Precision and recall rates for the tholsbs
model of dialect identification

4. Spelling Variations

Spelling variation due to the lack of a conventiona
standard tradition of writing has always been ckadna
problem in DA corpora. We claim here that most & D
spelling variations can be traced back to phonatid
phonological differences between MSA and DA. .
dealing with these differences in writing, some adqms
prefer to retain the MSA spelling despite using bBwe
pronunciation to show their decent educational
background; while others simply write the way they
speak. For example, in EA the voiceless uvularipéos
gaf & /g/ is by default debucclized into the glottal sfop
/>]. Given that, the MSAss /qwy (very) is always
pronounced with a glottal stop initial as ind />qy/
(very). Although all EA speakers pronounce it witle
initial glottal stop, some write it with a MSA-bake
spellinggaf (312 occurrences in our corpus) and others
with the DA-based glottal stop (1,557 occurrences).

In

Habash et al. (2011) and Dasigi and Diab (2011¢ giv
extensive overview of the spelling variation pheeoin
in DA, with Dasigi and Diab (2011) developing ateys
to automatically conflate variation and thus oveneo
data sparseness issues. Examining these overwesvs,
can classify consonant-based spelling variationssin
classes illustrated in table (1). Not all differeabetween
MSA and DA are relevant to all Arabic dialects, lewer.
For instance, Habash et al. (2011) worked on ckises
the difference between the MS#sS and the DA<S
which is not relevant for YADAC at this phase. Qisk<

is almost never used in spoken or in written EAs th
spelling variation does not almost exist in YADA&bme
words have been adapted from MSA with the MSA arigi
completely neglected in a given Arabic dialect.

Vowel-based spelling variation is usually neglected
although orthographically-represented vowel lengithg

is frequent in EA corpora. Typically, the short \ela/a/,

/il and/u/ are not represented in written corpora. This is
because they are orthographically represented ubing
diacritics — ), (v) and (), respectively, and diacritics
are rarely used in written MSA corpora and almaestem

in DA written corpora. However, the long vowéds/, /i:/
and/u:/ are orthographically represented by #hef! /A/,

and the glidesya' ¢ /y/ and waw s /w/, respectively.

Vowel-based spelling variation occurs due to migsin
short vowels for long vowels. For instance, thersho
vowel £/ in <o JAnti/ (you; singular feminine) is
frequently misspelled aga' &' /Anty/ - (548 vs. 1,295
occurrences, respectively). Similarly, the long ebya’
fi: is frequently inserted after the first letter jgaulé
[flsTyn/ (Palestine) instead of the correct short voiel
2409 occurrences compared to 1,837 occurrencebédor
correct short-vowel version.

Linguistic hypercorrectionrefers to pronunciation or
grammatical constructions produced by mistakenagyyal
with the standard usage out of a desire to be ctorfe\
speakers who are aware of the aforementioned DA
spelling variations try to adhere to MSA writing
conventions to add social status to their written
production. As a result, they sometimes over coroec
over-standardize many such variations. For instance
althoughd s /qwitY (tell him) is correctly pronounced and
written in both MSA and EA with a long vowel aftire
first letter, speakers can mistakenly hyper-coriediy
deleting the long vowel and its glide represeneatiiwi/.

As a result, the correetst /qwlh/ (tell him) occurs 2,207
times in YADAC and the erroneous hypercorrectién
/qlh/ (tell him) 1,987 times.

There are other sources of DA spelling variatiorardV
lengthening, for example, as imusS /ktyyyyr/ (a lot) or
Se JEAAAAly/ (high) is very common. Borrowed
proper nouns are another source asactebookthat can
be written as one word s /fysbwk/(2944 occurrences)
or two wordsd s s« /fys bwk/(1033 occurrences). There
are also unpredictable — or phonologically unjiestiie —
spelling-variation cases likeo; which can be written as
4 [brDh/, &an /brDk/ or s » /brDw/. This is an
EA-exclusive word and thus speakers have no other
choice but writing it the way they pronaenit; which has
three variations.

For the purposes of this phase of YADAC and for the
current application for which it is used (i.e. infation
extraction), each search query is mapped to gllassible
spelling variations taking into consideration camesat-
and vowel-based variations, the effect of hypermdion,
word lengthening and also using a list of 138 cadfes
unpredictable spelling variations. Spelling mapping
follows a corpus-based approach according to waédh
search query is tested for the aforementioned iagell
variations and only spelling variations found ie ttorpus
are considered as valid and results from them @ a
returned alongside the results of the originalceguery.
Therefore, submittingss! /Aktr/ (more) — 280 occurrences
— as a search query results in finding results flsox|
/>ktr/ (166 occurrences)| /Akvr/ (41 occurrences) and
Sl />kvr/ (54 occurrences).

5. POSTagging

We use our hybrid-approach tagger to simultaneously
tokenize and POS tag YADAC (Al-Sabbagh and Girju
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Examples
Change
g MSA Form Corpus EAForm | CorpusFrequency
Frequency
Voiceless dental frlcatlvg — Voiceless oS lvmn/(price) 673 &t ftmn/ (price) 3,150
0 alveolar plosive
= Voiced dental fricative — Voiced alveolar 4 [*mp/ 147 i) lzmp/ 230
§ sibilant (protection) (protection)
LL . . . .
Voiced dental frmauvg—» Voiced alveolar S fk*b/ (lying) 1,074 | /kdbl(lying) 33
plosive
8
E Voiceless Uvular Plosive — glottal stop &8 Iqwy/ (very) 422 sl I>wyl (very) 1,775
o
B Pharyngealized voiced alveolar sibilant — | .t /DADT/ 1427 Ll /ZADT/ 3.342
N Pharyngealized voiced dental fricative (officer) ' (officer) '
Q . . . . P 4 B
o Pharyngeallged v0|(.:ed dental fr|c§t|.vea 4l /ZImp/ 19 4als /DImp/ 16
= Pharyngealized voiced alveolar sibilant (darkness) (darkness)
g Pharyngealized voiced alveolar sibilant — daia [DHK/ 246 eas [dHkK/ 100
voiced alveolar plosive (laughter) (laughter)
Sl />mrykA/ 1S5 el JAMIrykA/
= (America) 8,983 (America) 2,206
% 53 [<jAzp/ 404 sl /AjAZp/ 361
g (vacation) (vacation)
= Hamza deletion with almost all short and s 3l fjA}zp/ 79 5 fjAyzp/ 3
o long vowels (prize) (prize)
s wi) Ir}ys/ (boss) 4,517 w0 Irys/ (boss) 351
S Js3msa IMS&WI/ Jee ms&/
o (responsible) 84 (responsible) 620
slas [SMA'/(Sky) 16 Lews /SMA/(Sky) 230
Word-final vo!cgless alveolar pI05|.ve ta A2 InASTp/ AL26 NASTHY
marbouta(feminine marker) — voiceless - 347 - 453
o (activist) (activist)
Dotted glottal fricative
Consonants Word-final palatal approximant — . .
near-open front unrounded vowel (alef o= /rTg(:l)g (my 4,193 = /:?gqh\:)/ (my 763
magsura)

2011). Although the tagger is still under developtne
preliminary results are quite promising. The taggéuilt
at three phases that aim at minimizing manual atioots
for the training corpus to maximize its size. Thiestf
phase relies on using large raw corpora and ae-Btite
Transducer (FST) module to simultaneously tokeaize

Table 1: Phonologically-based Spelling Variationsoas MSA and EA Consonants

POS tag the raw corpus using word-level inflectiona

labeling, in addition to tokenization and POS taggiThe
set of clitics includes object pronouns, possessive
pronouns and negative circumfixes among othercsliti
Although the conjunction /w/ (and) is not a clitic, it is
conventionally written as one — i.e. attached te th
beginning of the words.

morphology information represented by affixes and The FST module is divided into two sub-modules: an

clitics.

analyser and a generator. The analyser modules start

chopping off one affix or clitic at a time, bi-dogonally

The used set of affixes include tense-based affixeshe
present-tense prefie fy4/ in <iS Jyktb/ (he write),
aspect-based affixes like the aspectual progregsifix

= /b in <Xy /byktb/(he's writing), number-based affixes
like the plural suffix 2 /-y in Guoas /mSryyn/
(Egyptians) and gender-based affixes like the fémin
suffixesi /-p/ in 35! /HIwp/ (beautiful; singular feminine

adjective). This affix sets enables semantic-featur process and adds one affix or
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(i.e. right-to-left and then left-to-right) whildhecking the
validity of every analysis output against the cargo
prevent over-analysis. When
possible wordform (i.e. further chopping leadsrtaailid

wordforms according to the corpus; the shortest valid

wordform is assumed affix- and clitic-free), thengeator
module is activated. The generator reverses thysisna
clitic at a time

reaching the shortest



bi-directionally while blocking affixes and clitiassed by
the analyser for the same word to prevent duplcatae
output of each generation is validated using thpuoto
prevent over-generation.

With manually-annotated gold standard set of 3,000
words — 1,000 words for each genre, the FST maatude

its two sub-modules show consistent performanoesrat
across the three genres in our corpus as in tébdes).

Recall |Precision |F-Measure
TOK|0.95  [0.94 0.94F
Zlsk Jo.639 [0.775 0.701
E POS|0.901 |0.897 0.899
ALL {0.869 |0.827 0.847
Recall [Precision [F-Measure
«» TOK|0.982 |0.954 0.967
'5 Sk Jo.6s  Jo.7e 0.71
< |POS[0.92: [0.89: 0.907
OlaLLlos7 o84 0.855
Recall [Precison [F-Measure
TOK|0.98 |0.966 0.973
ISF jo.642 |0.764 0.697
@ |POS|0.92 |0.872 0.895
ALL j0.8¢  0.83¢ 0.84¢

Tables 1(a-c): Performance Rates of the FST Module
across the three genres where TOK is the tokenizer
performance, SF is the tagger performance on ijégi
semantic features, POS is the POS tagging perfaenan
only and ALL is TOK+SF+POS

The FST module is robust in the sense that it is no
affected by spelling variations as long as they are
word-internal. The only relevant spelling variatofor

the FST module are those present in affixes ana<li
such as the spelling variation in the future prefixe /H/
vs.- /h/ or in the feminine marker clitic éf /p/ vs.« /h/.
Robustness is also reflected in the ability todegowed
words and EA-exclusive words as long as they abide
the same EA affix and clitic paradigm. Thus thecaatic
spelling of the borrowed worgkt_sd /AlbwrnAmj (the

Despite the robustness of the FST tagger, it doewark

on problems like: labeling semantic features in the
absence of morphological cues, contextual inforometid
resolve ambiguities  and morphologically-poor
grammatical categories. The semantic featurescesiye

of gender and number, are not always morphologicall
represented by affixes, which is the case in brgdterals,

for example. Al-Sabbagh and Girju (2011) developed
corpus-based measure to resolve syntactic ambiguity
using the degree of affiliation of a given wordetach set

of affixes and clitics being divided into noun-bdse
verb-based, adjective-based and adverb-based. Howev
this measure is not necessarily useful for highly
ambiguous words such as nouns and adjectives,eactiv
participles and verbs such asje /EArf (I know).
Finally, not all grammatical categories are equally
morphologically productive in terms of affixes agliics.
Adverbs, for instance, are the least morphologicall
productive as they do not inflect for any of thensatic
features of gender, number, tense or aspect andndye
agglutinated to conjunctions. Thus they get theelsiw
performance results in our FST modupeecision 0.61;
recall 0.43 and F-measure 0.504.

\Word POS Tag
Ul /Aljy$ (the army  |DT+SG_ M_NN
55 JAlvwrp (the DT+SG_F_NN
revolution)

| 55 IxrbtwA (you 2 PL_VBD
destroyed)

U st fhtstHmMrnA (he'lll3_sG M_vBF+1_PL_OBJF
fool us)

2 5S [kwys (good) SG M_JJ

| s¢lb fyAlhwty (Oh my  [EXP
Goodness)

LS ImAN (too) RB

Table 2: Sample FST Output Taken from the Most
Frequent 1000 Words

For all the above reasons, the second phase of the
hybrid-approach tagger involves manual annotatitons

fill in the gaps of the FST module and guarantee a
gold-standard training corpus for the third phasenely
statistical modeling. Yet, the FST module saves uain
annotations much work and enables tagging moneitigi
corpus and thus building more accurate statisi@ab

show) is given the same tag as its more convertionamodels for EA. The next two phases of the tagger an

spelling form et s
DT+SG_M_NN.

/AlbrnAmj  (the show)

Borrowed words like<bsi¥u /bIAbtwbAf (with the
laptops) and=l 55 /twytAt (tweets) are also successfully
tagged asPRPHDT+PL_F_NN and PL_F N, respectively.
Similarly, EA-exclusive wordgik & /SEWTNA/ (helit
irritated us),» slxa /hydlIEwnA/(they will pamper her),
Js»l /AlgwAZ (marriage) are successfully tagged as
3 SG M_vBD+1 PL OBJPR, 3 _PL VBF+3_SG F OBJP and
DT+SG_M_NN, respectively. More examples for the output
of the FST module — taken from the most frequei@010
words across the corpus — are given in tablesn@)3).

their performances are discussed in future work.

Our POS tagset consists of 45 tags — adapted fhem t
Arabic Penn Treebank tagset — that combine into
complex tag vectors, representing the semantiufest

the morphological structure and the grammaticagarty

of the target word. The sign (_) refers to semaetitures

of the grammatical category and (+) stands for the
morphological boundaries between stems and their
affixes and clitics. The number of unique combioasi or
unique tag vectors is 1,595 vectors.
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Base-Phrase Class|Description

CLoedl sl ADJF|Adjectival Phrase
AIZAbT/DT+SG_M_NNAIhrbANDT+SG_M_JJ

(the fugitive officer

ety gl NP |Free Statédafa: idafa is a syntactic structure in Arabi
Alfydyw/DT+SG_M_NN  btAEKIN+PP$ expressing a possession relation.

(Your video)

sl e b NP |Exclamation expression in a noun phrase syatacti
yANVC nhASG_M_NN AswdSG_M_JJ structure

(What a horrible day!")

o 928 Joasy Wl VP |A verb phrase which is a part of a subordinétase
IMAICN yHSI3_SG_M_VBPhjwm/'SG_M_N

(When an attack happens)

(s Sunll (alaall Y laisl NP |ldafa structure
AStgAIA/PL_F_NNAImjlYDT+SG_M_NN

AIEskryDT+SG_M_JJ

(The military council tricks)

X JUSIN NP |Noun phrase that can map to a compliominal (i.e.
hw/'SBJP SEBSG_M_JJ >wy/RB verbless) sentence in EA

(It/He's very hard,)

s sl i VP |Verb phrase

yjnn/3_SG_M_VBP>wy/RB

(It is amazing.)

Table 3: Sample Base-

6. BasePhrase Chunker

Base-Phrase Chunking (BPC) is defined as

classification task with four classes: noun, vadjectival

and adverbial phrases. Features used for clagifica
include:

Semantic features including gender, number
definiteness agreement between subject an
verbs, nouns and adjectives;

Morphological features including subject and
object clitics;

Syntactic feature including transitive vs.
intransitive verbs — verbs found to be encliticized
to object pronouns are classified as transitive;
Lexical features. using function words (i.e.
prepositions, conjunctions, interjections, relative
pronouns ..etc.) as anchors;

Meta-linguistic features. punctuation markers

Since BPC is built on the top of the FST tagges, it
performance still needs improvements. Moreover,emor
features are to be included, especially statisfeatures.
However, preliminary results are promising. Tab® (
shows examples of the extracted base-phrases.

7. Corpus|nformation Extraction

After applying the threshold model of dialect
identification, the total size of YADAC is 6M woraifm
tokens and 457K wordform types. It is distributsdtd%
from online knowledge market services, 32% from
microblogs and 27% from blogs and forums.

Phrase Chunker Output

A Web interface to the corpus is to be made avilab
the coming few months apfel.ai.uiuc.eduto enable

Aysers to extract such information as spelling viaria of

their search queries, morphological forms and tR€xS

tags as well as base-phrases of which the origealch

query or any of its spelling/morphological variaisoare a

part. Table (4) is an example of the returned $eaasults
dfor submitting /rys/ as a query.

8. Related Work

In previous sections, we referred frequently tovimas
work on DA corpora and the current efforts to baidm.
In this section, we wrap up any points we have not
covered in previous sections concerning relatedkwor

McNeil and Faiza (2011) use traditional resourdks |
books and newspaper articles and Web blogs andnforu
to build a 250k corpus of Tunisian Arabic to usdads
building a bilingual Tunisian-English dictionary.
According to McNeil and Faiza (2011), this is a
non-trivial task given that Tunisian Arabic is mgsa
spoken language since its native speakers prefingvin
French or in Arabic using Romanized script.

Zaidan and Callison-Burch (2011) use crowdsour¢ing
build a multi-dialectal Arabic corpus, in which ivat
speakers judge the degree of dialectness of traerga
online commentaries on newspaper posts. Commesitarie
labeled as representing highly dialectal contemuaed to
build a trigram based model to automatically idgnti
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Original | Spelling |[Morphological Variations Base-Phrases
Search Variation
o Irysl | oo Ir}ys/ Jouo Irys/ (presidenty» SG_M_NN o) &) [VPLLIiE/3_SG_M_VBDrysSG_M_N
(president)(presidentio, /r}ys/ (president}» SG_M_NN

a0 /Alrys/ (the president)> e Uy ()l [NP]_Alrys/DT+SG_M_N
DT+SG_M_NN btAENAIN+1_PL_PP$

i A JAIrYys/ (the president)y-

DT+SG_M_NN e slaall Gusi )l [ADJP]_Alr}ys/DT+SG_M_NN
U /lirys/ (to the president AIMXIWEDT+SG_M_JJ

IN+DT+SG_M_NN
e [r}yshm/(their president)}-
SG_M_N+3_PL_PP$

Table 4: Sample Output for YADAC Information Exttian

Arabic dialects in the compiled comments. With an Transducer Tagger for Egyptian Arabic. Technical

accuracy rate of 69.4%, their corpus size turns &85k Report: Semantics Frontiers Group, UIUC.
words of Modern Standard, Egyptian, Levantine antf G Biadsy,F., Hirschberg, J. and Habash, N. (2009k&p
Arabic. Arabic Dialect Identification Using Phonotactic

Modeling.EACL 2009 Workshop on Computational
Diab et al. (2010) build COLABA, a multi-dialectal Approaches to Semitic Languagashens
corpus based on blogs and forums, covering Egyptian Buckwalter, T. (2002)Arabic Morphological Analyzer
Levantine, Iragi and Moroccan Arabic. The corpugnsf (AraMorph). Version 1.0.Linguistic Data Consortium,
linguistic analyses at many levels including catalog No. LDC2002L49 and ISBN 1-58563-257-0
morphological analysis, POS tagging and sentenceCanavan, A. and Zipperlen, G. (1996). CALLFRIEND

boundary identification; all of  which are Egyptian Arabic, LDC, Philadelphia

semi-automatically performed. Moreover, the infotioma Canavan, A., Zipperlen, G. and Graff, D. (1997).

retrieval engine of the corpus is to map Moderm&aad CALLHOME Egyptian Arabic Speech LDC,

Arabic queries to their dialectal equivalents. @uotly, Philadelphia

information about the performance rates for eacthef  Dasigi, P. and Diab, M. (2011). CODACT: Towards

linguistic analysis tasks is not available. Identifying Orthographic Variants in Dialectal Aiab

Proceedings of the'Sinternational Joint Conference

9. Conclusionsand Future Work on Natural Language Processingages 318-326,

This paper presented the first phase of YADAC — a Chaing Mai, Thailand, November 8-13, 2011
multi-genre and multi-dialectal Arabic corpus. It Diab, M., Habash, N., Rambow, O., Altantawy, M. and
incorporates data from multiple genres including Benajiba, Y. (2010). COLABA: Arabic Dialect
microblogs, online knowledge market services andgsl Annotation and ProcessingLREC Workshop on
The first phase focuses on Egyptian Arabic, whateer Semitic Language Processingages 66-74, Malta,
phases are to deal with Levantine and Gulf Arasic a May 2010 _
spoken in the Arabian Peninsula. In addition tongei DPuh. K. and Kirchhoff, K. (2005). POS Tagging of
among the largest current DA corpora, YADAC also Dialectal Arabic: A Minimally Supervised Approach.
offers linguistic analyses at the POS tagging aaseb Proceedings of the ACL Workshop on Computational
phrase chunking. Approaches to Semitic Languagesmges 55-62, Ann
Arbor, June 2005

There is much future work involved in improving Habash, N., Diab, M. and Rambow, O. (2011). CODA:

YADAC. Extending work to other Arabic dialects iset Conventional - Orthography for Dialectal = Arabic
first step. Improving performance of both POS taggi (CODA) Version 0.1 — July 2011. Technical Report:
and base phrase chunking by reducing the inpueresisl Center for Computational Learning Systems -—
incorporating more features are the second steyallfi Columbia University. N _
launching the information extraction Web tool todAC ~ McNeil, K. and Faiza, M. (2011). Tunisian Arabic
is another future step. Corpus: Creating a Written Corpus of an Unwritten

Language.Workshop on Arabic Corpus Linguistics
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Appendix (A): Sample of Gold-Standard Set for Dialect | dentification

Corpusltem IAnnotator #1JAnnotator #2
o L jehan Gabd Gl 33 )l jiae e asll dlla ) sedall (b ) a3 sane 2 3
5 Sy dalb 4y e 3 Ll 8 LAY dala Gy e aa ) S lile oo a8))) 3 3
panb iy il QS AR e Gk gy )l Bas 188 e 3 2
‘5_5.@_‘14:\.\....: LA&:EA;\}CADASM 3 3
%M\QL&SM‘ \}&Jﬁ}b.\g\jggl\:ﬂ)@w‘“k'an wuﬁ;\ghcc‘a)hw\umﬁ\kfﬁjb ad 3 3
dala Jaol (55508 G dadeall a4y 58 138 55 ya (50 AusSlaall (uSlayy (S 2a) 5 Sl 3 3
38l) Gaalaa (e Bsn (W (5 JoAall (e dmie iy 2y i€l olagsd alae 45T s aal 555 50l e 2 3

Appendix (B): Sample of the POS tagset

POS tag M eaning
DT Determiner
SG Singular
PL Plural
F Feminine
M Masculine
2 2nd person
3 3rd person
VC Vocétive particle
CN Conditional
IN Preposition
SBJP Subject Pronoun
OBJP Object Pronoun
PP$ | Possessive Prono
NN Common Noun
JJ Adjective
VBD Past ense vert
VBP Present tense verp
VBF Future tense verb
RB Adverb
EXP |Formulag¢ expressio
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