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Abstract

MultiUN is a multilingual parallel corpus extracted frometiofficial documents of the United Nations. It is availablehe six official
languages of the UN and a small portion of it is also availabl@erman. This paper presents a major update on the firsicprdssion
of the corpus released in 2010. This version 2 consists af ®\& 091 documents, including arouri¥s of new documents retrieved
from the United Nations official document system. Compadhe first release, we applied several modifications to thpuso
preparation method. In this paper, we describe the methedssed for processing the UN documents and aligning thersssge The
most significant improvement compared to the previous seléathe newly added multilingual sentence alignment im&gion. The
alignment information is encoded together with the text MIXinstead of additional files. Our representation of theteroe alignment
allows quick construction of aligned texts parallel in &y number of languages, which is essential for buildiraghine translation
systems.
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1. Introduction refine the cleaning procedure and introduce new annota-
tions to the corpus. The main contribution of this update is
Parallel corpora have become essential resources for mamgyat this version includeswltilingual sentence alignments
natural language processing (NLP) applications. The quaknat were unavailable in the previous releases. We present
ity of the parallel corpus used as training data is extremelyhe alignments of MultiUN as embedded annotations di-
critical for building a high quality statistical machin@frs-  rectly wrapped around the texts. An extraction script is pro
lation (SMT) system. Many rule-based machine translavjged together with the corpus for extracting texts sergenc

tion (RBMT) systems also consist of components that argjigned for an arbitrary number of languages.
constructed based on parallel texts. Apart from machine

translation, parallel corpora play an important role inesth 2. Previouswork

qross-lir_lgual applications, such as cross-lingual inform Many multilingual corpora have been developed in re-
tion retrieval. cent years. A majority of such corpora exists only for a
In recent years a growing number of parallel corpora ardew European languages, such as Europarl (Koehn, 2005),
constructed for more than two languages at the same timgMC (Klyueva and Bojar, 2008), UN Parallel Text (Graff,

as they are derived from text collections translated to mul1994) and JRC-Acquis (Steinberger et al., 2006).

tiple languages (Koehn, 2005; Klyueva and Bojar, 2008:Among the existing multilingual parallel corpora, there ar
Steinberger et al., 2006; Tiedemann, 2009). Such multiseveral different ways to supply the sentence alignment.
lingual corpora not only store pairwise translations moreOne way is to include a sentence alignment tool in the cor-
efficiently, but also supply more correspondence informapus, e.g. EuroParl, so the user can extract sentence aligned
tion among the languages. Meanwhile, the continuouslyexts on demand. Another way is to remove any unaligned
evolving topics and styles of the written texts have noticesentences and present the aligned sentence pairs, e.g. UMC
able effects on NLP applications. Besides, the performancend OPUS (Tiedemann, 2009). As a result, many sentences
of many methods, especially statistical ones, relies on th@eed to be duplicated several times in the alignment files.
amount of training materials. Hence, our aim for MultiUN Alternatively, the alignment files in Acquis (Steinberger e

is to construct a multilingual parallel corpus that growwi  al., 2006) only include pointers to the text files. Neverthe-
up-to-date texts continuously. less, all the current multilingual corpora only supply ili
MultiUN is a multilingual corpus extracted from the official gual alignments. No multilingual alignments are possible
documents of the United Nations (UN) available in 6 offi- to our knowledge.

cial UN languages (Eisele and Chen, 2010). After its first .

release, the corpus has been included as training data in 3. Corpuscollection

several evaluation events on machine translation (CaHliso This section briefly describes the acquisition proce-
Burch et al., 2010; Callison-Burch et al., 2011; Federicodure of the MultiUN corpus from the Official Docu-

et al., 2011). This release of the corpus extends the previment System (ODS) of the United Nations. The doc-
ous version with additional two years of documents. Weuments we collected are in public domain according
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Figure 1: Pairwise alignments

to the Administrative Instruction from the United Na- 4. Multilingual sentence alignment
tions (ST/AI/189/Add.9/Rev.2) (United Nations Secre-the myitilingual sentence alignment of MultiUN starts

tariat, 1987). with pairwise alignments. The sentences in a pair of paral-
) lel documents are first aligned based on their lengths (Gale
Crawling We collected documents from year 2000 Up 10 504 chyrch, 1991). Based on a dictionary generated from
2011 from the ODS website of the United Nations. A doCU-yig alignment, the sentences are aligned again to form the
ment could have been released multiple times in the Systeng, 5 ajignment. We align the texts bilingually in this way
Only the latest version is included in the corpus. for all 21 language pairs usiriginalign (Varga et al., 2005).

. . . . . We do not try to detect or handle reordering of sentences
Preprocessing  The original files are in Microsoft Word o yeen the translations. All pairwise alignments are com-
format..We first extract only the plain text§ from the co.l— uted for each group of corresponding documents.
lected files and remove all the footnotes, figures, graphicsyq e are at least two straightforward methods to construct
tables, hyper links and many other non-textcontents. 1 silingual alignments from pairwise alignment results.
The extracted texts are then split into sentences. The Chone way is to union a minimum number of pairwise align-
nese sentences are identified with regular expressions. Fatents that covers all languages, which usually leads to
the other 6 languages, we apply a language independent urarger alignment units, higher alignment coverage, but als
supervised approach to disambiguate the sentence bounghost likely lower precisions. Another way is to intersect
aries from abbreviations (Kiss and Strunk, 2006). Dur-all given pairwise alignments. In this case, many alignment
ing sentence segmentation, paragraph boundaries are piftks are removed from the pairwise alignments.
served. Figure 1 illustrates the pairwise alignments between the 10

On top of the segmented texts, we construct structuregentences in 5 languages. The sentences are identified by
XML files with information indicating the origins of the their language (En, Fr, Es, Ru or Zh) and index (1 or 2) in
files, including the file ID’s, the languages, the publicatio & document. As the sentengé, and Ru, are aligned, all
dates and the so-called “document symbols”. The docuthe other sentences are connected through this link. Thus,
ment symbol is unique for a document regardless of théhe union method takes the whole set of sentences as an
version or the language of the files. Hence, we consider thalignmentgroup, while the intersect method discards ell th
symbols as the indicator of the parallel documents. links.

Both methods rely on the assumption of transitivity of sen-
Selection and cleaning In order to ensure the quality of tence alignments, that is, if sentenceorresponds to sen-
the texts in corpus, we are fairly strict on document selectenceb, and if b itself corresponds to a third sentence
tion. thena also corresponds ta In practice, this assumption

First, any documents published before 2000 are excludegOeS notalways hOId for multlingual dqcumen.ts as th? €9
ments of translations are not necessarily consistent tvéth t

for further processing due to various types of technical is- . AN -
sues. The documents from the last 6 months are again (Sentence boundaries. However, it is still clear that irdire

served for testing and comparison with the systems built or(flhgnments through other languages are able to imply the

previousrelease. The currenttest set is going to be indlude'DOSSIbIe direct a"gm?"'e”ts. hetween two Iangques. That IS,
in the next update. the more languages in which common translations exist for

o the two sentences, the higher the chance of the two sen-
Second, we send each individual document to a languaggnces being translations of each other.

identification softwarenguesser (Barkov, 2008) trained on - oy approach aims at improving the alignment accuracy
_rnanua_lly ver|f|_ed documents. If_the_ |dent|f_|cat|on result isyhile preserving the information generated during the-pair
inconsistent with the _Ianguage indicated in the ODS, thgise alignments. The method is fairly simple, given a com-
document would be discarded. plete graph of pairwise alignments. For each (pairwise)
Finally, a document will be removed from the collection if alignment link, we first examine whether the two sentences
the ratio of the noisy texts such as illegal charactersjgore are connected through a sentence in any other language. If
words, etc. is too high accordingto arule set. The rule setisot, we check whether both sentences are aligned to some
being updated accumulatively, also based on feedback frosentences in the same third language. If the two sentences
the users. are aligned to different sentences in the same language, the
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alignment between these two sentences are considered Languages Coverag l'gﬁei ngfﬁ::%)
. . . . sentences
consistent with the other alignments. We delete such incon- 2 098479

sistent alignments from the graph. The alignment connect-

; g 3 0.65838
ing Zh, and Rus in Figure 1 should be removed. 2 053123
After this validation step, the sentences are grouped by the 5 0.44057
alignments remaining in the graph. A set of maximally 6 0.37330

fully connected sentences is marked as one group. No sen-
tence outside a group should be aligned to all sentences inT5pje 3: Sentence coverage of multilingual alignments
that group, but one sentence may belong to multiple groups.

We can extract multilingual alignments of an arbitrary num-

ber of languages simply by traversing the groups. There are 6. Availability of the corpus

5 groups in the example discussed above. Each node in thg,is version is available to the research community through
graph is marked with the groups it belongs to. the web site of the EuroMatrixPlus projédh the same
manner as the previous releases. We hope that free access
to this parallel corpus, especially the addition of muitili

gual sentence alignments, will not only be beneficial for re-
The current version of the corpus consists of document§earch of machine translations between the seven languages
from January 2000 to June 2010. The documents from lateh this corpus but also serve as a connection for the previ-
on are included as testing material. We describe the formaausly existing parallel corpora to facilitate developmeht

of MultiUN and present a few statistics of this corpus in MT systems of many language pairs for which no direct
this section. parallel corpus is available.

5. Property of the corpus

7. Conclusion

. . . . We presented the latest release of MultiUN corpus that pro-
W‘? mtroduge thg sentence alignment information as an a sides multilingual sentence alignments along with around
ditional attribute in t.he XML documents. 10% recently collected documents. The multilingual sen-
The upper part of Figure 2 shows a few segments of an Engnce alignments are constructed based on all possible pair
glish document in MultiUN v2. It was published in 2009 ise alignments. We applied simple heuristics to identify
and the document symbol is “SAICM/ICCM.2/6”.  The the possible errors in pairwise alignment without sacrifici
original file ID was "K0950702” and it was last updated the overall coverage of multiingual sentence alignments.
in February 2009. This document is available for all six o5 a result, nearlyt0% of the sentences in documents that
official languages, but not German. are parallel in all 6 languages are aligned.

Apart from the paragraph and sentence indgxgach sen-  We only consider the bilingual alignments with high confi-
tence is assigned with an alignment ligligned). The list  dence scores for multilingual alignments. It should be use-
includes all the alignment points that are related to the corful to also take the bilingual alignment scores into account
responding sentences. In other words, any sentences thBésides, we could benefit more from the indirect align-
are linked to the same alignment points are aligned as fents that we used for validation by searching for missing
group of parallel sentences. The corresponding lines ilignment links. Furthermore, it is no doubt necessary in
the other version of the same document are given in théhe future to verify the effects of multilingual alignments
lower part of Figure 2. The indices start withi."* 0’ inthe  on machine translation systems.

aligned field indicates this sentence was not aligned to any

5.1. Corpusformat
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<?uml wversien="1.0" enceding="UTF-8"7>
<DOC lang="English" n="K0850702" id="SAICM/ICCM.2/6" date="2008/02/18">
<text>
<body>

< n=""4"s

<g n="4" aligned="6"> Agenda item 4 (e </=5>
L P
<p n="5"»

<3 n="5"

Management: financi
</ po
<o n="g

<5 n="6" aligned="B"> Summary and commentary on submissicns received

response to the guestionnaires pon financial arrandgements for the Strategic BApproach to International
Chemicals Managemant </fa>

< /g

<p ="

€8 n="7" zligned="10,11%> Note by the Secretariat </=>
<o
</body>
<ftext>

< DOC>

French:

<5 n="4" aligned="6"> Point 4 e} de l&apos;ordre du jour* </s>

<5 n="54" aligned="7"> Mise en cuvre de l&apos;Approche stratégigue de la gestieon
internationale des produits chimigques : ressources financiéres et technigques pour la mise
en cuvre </s>

<s n="6" aligned="BE"> Résumé et cbservations formulées sur les communications regues
des parties prenantes en réponse aux questionnaires sur les dispositions financieres
applicables & l&apos;Approche stratégigue de la gestion internaticnale des preoduits
chimiques </=>

<5 n="7" aligned="13,11"> Note du secrétariat < /s>

Spanish:

<5 n="4" aligned="6"> Tema 4 e} del programa provisicnal* </s>
<5 n="4" aligned="7"> Aplicacién del Enfogue Estratégice para la Gestién de Preductos
Puimicos a Mivel Internacional: recurscs financieros y técnices para la aplicacién </s>

<5 n="6" aligned="8,9"> Resumen y comentarics scbre las cbservaciones presentadas por
los interesados directos en respuesta a los cuesticnarics scbhbre los arreglos financiercs
para el Enfoque Estratégico para la Gestidn de Productos Quimicos a Nivel Internacional </
s>

<5 n="7" aligned="13,11"> Nota de la Secretaria </s>

Arabic:
<z n="1" aligned="0"> :i,Lyas €1l afgall dglpall Bo0a%d ,aa 0 25wl geill dyiss
A @R RNl Laaanil g L dladl o agl gl </s>
<5 n="2" aligned="B"> i, lajtw! inlmall ulswl s fsdiall alalhil e i laly lepa
L3 30a €00 ol gall Ty leadt Botapl Las Bl 58 geill Lyilall alyy 3l wladl glysud] </s>
<3 n="3" aligned="10,11"> i34 ;. §36ia </s>
<5 n="4" aligned="13,14"> i iti jpeaq /5>

Russian:

<5 n="4" aligned="6"> [lyuxr 4 e} nosecTrr muA%* </ s>

<5 n="5" aligned="0"> OcymecTEnemme CTpaTeIMYecKoTo NoOXcla ¥ MemOyHapoIHCOMY
PETYIMPCBAHMED XMMMYEECKMXY BEMECTE: (OMHAMCOBME M TEXHMYECKME PECYPCH, Heobxomome nns
ocymecTRAeHKMA </ 5>

<s n="6" aligned="8"> Pemime M =SaMeuaHuA OTHOCHMTENLRHO cocbmemsi, IodyYeHHWMX oT
cyELEKTOR NEATENEHOCTH B OTHBET Ha BONPOCHMEM O (MHAHCOBHX OOTCBOPEHHOCTAX, KaCANNMXCH
CTpaTeTMYecKoTo NONXONA ¥ MEeRNYHAPOIHOMY DETYIMDOBAHME XUMIYECKMX BEMEcTE </ /5>

<5 n="7" aligned="10"> Bamcka cexpeTapMaTa </ s>

Chinese:
<s n="F" aligned="0"> SCHE TEMIMITCREARER </s>
<s n="7" aligned="0"> X TAIRBINFIMIXTEES XEFLEREREBEEH <>

<s n="B" aligned="0"> MEZHNEERSHRCHREMEE </s>
<5 n="0" aligned="11"> HHELEIHEE </s>

Figure 2: Sections of a document (SAICM/ICCM.2/6) in XML foat with alignment information
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Language English French Spanish Arabic Russian Chinese maser
Documents 104469 94890 78747 72469 85407 72742 4367
Sentences 17871877 15600899 14022595 11779207 1474338&%519W0D 256074
Words 401638558 405314181 376927116 251283550 28820592014%860 6288600

Table 1: Sizes of monolingual data

fr es ar ru zh de
en 94890 76694 70794 82784 70242 4082
12886831 11196913 8554061 6427032 9188441 167624
fr 76445 70724 82728 70201 4074
11639293 9207063 8601324 9093059 164299
es 70982 72322 70439 4078
9281290 7260492 9291593 162702
ar 71085 70690 4121
9570688 8010458 154916
ru 70537 4079
5036874 129610
zh 4329
165307

Table 2: Number of pairwise aligned documents and sentegice p
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