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Introduction: The role of emotion, metaphor, ontology, and terminology 
(EMOT) in sentiment analysis 

Khurshid Ahmad,  
Department of Computer Science, Trinity College, (University of Dublin), 

Dublin 2, IRELAND 
kahmad@cs.tcd.ie 

Abstract

This workshop brings together colleagues from psychology, computer science, linguistics, 
including applied, computational and corpus linguistics, and translation studies, to discuss a 
multi-faceted topic: how sentiment is articulated in written and spoken language and is 
articulated across languages.  Our goal in this workshop is to understand how to build and test 
computer systems that can analyse sentiments.  This workshop covers theory, method, 
applications and multi-lingual aspects of sentiment analysis, with reference to topics on emotion, 
metaphor, terminology and ontology. 

This workshop deals with the recent 
advances in the processing of 
“sentiment” in arbitrary collections of 
texts.  Sentiment has been defined as: 

‘A mental feeling, an emotion. Now 
chiefly applied, and by psychologists 
sometimes restricted, to those feelings 
which involve an intellectual element or 
are concerned with ideal objects’.  
(Oxford English Dictionary) 

Sentiment can be expressed about works 
of art and literature, about the state of 
financial markets, about liking and 
disliking individuals, organisations, 
ideologies, and consumer goods.  The 
representation (and consequently the 
recognition) of sentiment or emotion in 
text remains a matter of debate.  In 
cognitive psychology, emotion is often 
defined in terms of a set of discrete 
(possibly universal) states or more 
commonly in terms of orthogonal 
dimensions such as evaluation and 
activation.  The expression of sentiments 

in language is often characterised by 
‘two opposite or contradictory 
tendencies, opinions, or aspects’ (OED), 
and hence some authors refer to 
sentiment analysis as polarity analysis.  
It is necessary to examine what aspects 
of emotional experience sentiment 
analysis aims to capture and how best to 
represent this.

In psychology and in (computational) 
linguistics, the notions of emotion and 
metaphor interact in a number of 
complex ways.  It has been argued that 
conceptual metaphors underlie human 
understanding and processing of 
emotion.  For example, in the debate 
over the environment, the choice of the 
term ‘global warming’ over the neutral 
‘climate change’ gives (negative) 
emotional overtones to the issue.  In 
addition, it can be argued that the 
expression of sentiments and its 
interpretation can rely critically on how 
a speaker or writer uses metaphor.  An 
understanding of how emotion is 
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expressed and perceived in language is 
not complete without addressing the role 
of figurative language and metaphor as 
basic scaffolding or tool for modulating 
affective text content.   

These theoretical questions address 
emotion in language in a general sense.  
Currently, sentiment analysis typically 
deals with a specific domain of ‘ideal 
objects’.  In order to build a sentiment 
analysis system, one has to understand 
‘what there is’ in a given domain, i.e. the 
ontology of the domain.  Once a decision 
has been made on the ontological basis 
then consideration has to be given as to 
how this ontology is articulated: what 
resources are needed to express the 
terminology of the domain and how to 
access these terms.  In this context, is it 
possible to conceive of generic 
sentiment analysis?  Practitioners in this 
area need to examine the requirements of 
an approach that could cross boundaries 
of domain or time or even language 
where different communities of use, 
languages or cultures may express or 
even experience sentiments in different 
ways.  In English a measure of a thriving 
economy translates (metaphorically) in 
an invitation to ‘count the construction 
cranes’ one can see in major towns and 
cities, whereas in Italian reference is 
made to how well ‘il mattone’ (the 
brick) – as a metonymy for the building 
industry – is performing. 

Work in sentiment analysis may be 
regarded as work in intelligent 
information retrieval and “success” is 
evaluated in terms of accuracy in 
identifying the affective content of 
information segments.  Yet sentiment 
analysis has the potential to have a 
powerful impact in other domains that 
require input about their emotional 

context.  For example, some approaches 
to Human Computer Interaction and 
emerging research in Affective 
Computing rely on machines having 
some level of understanding of emotions 
and sentiments.  Currently, such input is 
dependent on the intuition of the 
developers of affective or expressive 
computing systems. The developments 
in sentiment analysis will help affective 
computing in that there will be less 
reliance on the intuition of the developer 
of the affective system.  Corpus-based 
methods, when used together with more 
intuitive work in sentiment analysis, will 
perhaps increase the quality of the 
output, much in the same way as corpus-
based lexicography can be used to 
substantiate or negate the intuition of a 
lexicographer.  Workers in Human-
Computer Interaction, Affective 
Computing, Lexicography and 
Terminography, may become end-users 
of work in sentiment analysis and 
sentiment analysis folks may have much 
to learn from how a machine endowed 
with emotions/sentiments behaves.  It 
may become feasible to evaluate 
sentiment analysis systems in terms of 
the performance of such applications.  
An examination of alternative end-user 
systems and evaluation mechanisms can 
only serve to enrich the field and present 
new challenges for researchers to 
address.

This interdisciplinary workshop will 
address three related topics:  

(a) how metaphor and sentiment interact 
in everyday communication;  

(b) language/conceptual resources 
properties to support sentiment 
analysis

(c) evaluation of sentiment analysis 
programs and evaluation 
methodologies. 
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The proceedings of the EMOT-2008 
workshop are divided into four 
overlapping parts: First there are four 
papers on theory –Sam Glucksberg’s 
keynote contribution on the creation of 
new categories and metaphors is 
followed by Andrew Goatly’s paper on 
the role of metaphors in the 
conceptualisation and expression of 
emotions; Jerry Hobbs and Andrew 
Gordon’s esplore the (linguistic) 
semantic basis of metaphors; and, Carl 
Vogel’s paper queries established 
approaches to metaphor formation and 
expression.  The second part of the 
Proceedings includes work on methods
for extracting metaphors (semi-) 
automatically: Moshe Koppel and 
colleagues have extended their work on 
the use of learning methods in the 
identification of metaphors; Takeshi 
Kobayakawa and colleagues explore 
unsupervised methods in this context; 
the method section includes a poster by 
Ben Allison’s work on lexical features of 
words used as metaphors.  The third 
section deals with the identification and 
use of metaphors in a multilingual 
context: Teresa Musacchio has looked at 
metaphors used in economics in English 
and Italian and asks whether metaphors 
are universal or culture specific.  
Margaret Rogers is looking at lexicalised 
metaphors and translation.  Finally, the 
fourth section on applications deals 
with the analysis of metaphors: in blogs 
and e-mails (Estelle Dubreil’s poster and 
Maria Tersea Pazienza et al’s paper); in 
politics (see the poster presentation by 
Jerom Janssen and Carl Vogel); in 
marketing (Gerd Heyer and colleagues); 
film reviews and entertainment (Damien 
Poirier and colleagues, and a poster by 
Gaelle Lortall and Catherine Mathon); 
an innovative approach to affect transfer 
in conversational situations is discussed 

by colleagues at the University of 
Birmingham (Alan Wallington, John 
Barnden and colleagues), and we have a 
contribution on detecting ‘uncertainty in 
spoken dialogues (Rieks op den Akker 
and colleagues).  The last article is mine 
(Khurshid Ahmad) on quantifying affect 
for computing risks based on an 
automatic analysis of the text of  
financial and political news. 

Sentiment analysis will play a key role 
in intelligent information extraction from 
text corpora ranging from telephone 
transcripts recorded surreptitiously to 
opinions expressed openly about 
consumer goods, books and films for 
example.  In between, we have 
sentiments expressed covertly or overtly 
in order to discover the price of financial 
instruments, to influence a voting public 
or numerous other contexts.  Sentiment 
analysis may yet turn out to be as big a 
challenge as machine translation, 
corpus-based lexicography, and 
information extraction were in their 
time.  This is a truly multi-disciplinary 
effort which draws on and can inform 
research in psychology, artificial 
intelligence, knowledge management, 
human computer interaction, affective 
computing and has an impact on such 
diverse areas as film studies, homeland 
security, translation studies and so on. 
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Beyond Similarity: How Metaphors Create New Categories 

Sam Glucksberg  
Department of Psychology, Princeton University 

Princeton, New Jersey USA, NJ08544 
e-mail: samg@Princeton.edu

Abstract (only) 
Since Aristotle, many writers have treated metaphors and similes as equals: any metaphor 
can be paraphrased as a simile, and vice-versa. This property of metaphors is the 
foundation of standard comparison theories of metaphor comprehension. On this view, 
metaphors such as ‘my job is a jail’ are literally false, and so cannot be directly 
interpreted. Instead, such “irrational” assertions are converted to similes  (i.e., my job is 
like a jail) and understood as any literal comparison would be.  Comparison theories rely 
on three assumptions: 1. Literal interpretations have unconditional priority; 2. Metaphor 
interpretation is optional, triggered whenever a literal interpretation fails to make sense in 
context; 3. Following assumptions 1 and 2, metaphor processing is not only more 
difficult than literal , but involves different processing mechanisms. I argue that none of 
the above assumptions hold.  In addition, I show that metaphors cannot always be 
paraphrased as similes.  The different forms of a metaphor – the comparison and 
categorical forms – have different referents. In comparison form, the metaphor vehicle 
refers to the literal concept, e.g., in my lawyer is like a shark, the term “shark” refers to 
the literal fish. In categorical form, my lawyer is a shark, “shark” refers to an abstract 
(metaphorical) category of predatory creatures. This difference in reference makes it 
possible for a metaphor and its corresponding simile to differ (a) in interpretability and 
(b) in meaning. Because a metaphor cannot always be understood in terms of its 
corresponding simile, I conclude that comparison theories of metaphor are fundamentally 
flawed.  Metaphors can be processed directly as categorization assertions. Furthermore, 
when such metaphors are novel, they create new categories that are available for public 
discourse.
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Metaphor as Resource for the Conceptualisation and Expression of Emotion
Andrew Goatly 

Lingnan University, Hong Kong 
goatly@ln.edu.hk  

Abstract 
This paper addresses one of the workshop’s themes namely that ‘an understanding of how emotion is expressed and perceived in 
language is not complete without addressing the role of figurative language and metaphor as basic scaffolding or tool for modulating
affective text content.’ It falls into two overlapping halves: the metaphorical perception or construction of emotion in English; and 
the metaphorical expression of emotion. Data is taken from a lexical database of metaphors, and gives an overview and selected 
examples of metaphor themes’ contribution to the construction and expression of emotion. 

0. Background 
Cognitive linguistic (CL) accounts of metaphor were 
popularised by Lakoff and Johnson (1980), and are also 
associated with other scholars such as Turner, Sweetser, 
Gibbs, Steen, Kövecses, Radden and Barcelona. They 
stress the ubiquity and inescapability of metaphor in 
thought and language, and also recognise that the 
metaphors we use form mental structures or schemata 
realised by lexical sets, known variously as conceptual 
metaphors, root analogies or metaphor themes. In this 
paper I will use the latter term. These metaphor themes 
involve mappings between sources (vehicles) and targets 
(topics, tenors) and are traditionally labelled in small 
caps by the formula, TARGET IS SOURCE. 
In the linguistics tradition where Lakoff was nurtured, 
there has been a tendency to intuit metaphor themes 
without much lexical evidence for their importance, and 
so to reach doubtful conclusions about, for example, the 
conceptualisation of emotions (Deignan 2005: 95). To 
remedy this ad hoc intuitive approach, I undertook 
research to establish in a more principled way the 
important metaphor themes for English.1 The somewhat 
arbitrary double criteria I used are: (1) To count as 
significant metaphor themes should be realised by at 
least 6 lexical items, found in a dictionary of 
contemporary English; (2) There should be at least 200 
tokens of this joint set of lexical items with the relevant 
metaphorical meaning in the Cobuild Bank of English 
database. The website ‘Metalude’ (Metaphor At Lingnan 
University Department of English) is the result of these 
endeavours2. It includes an interactive database of 9000+ 
English metaphorical lexical items, grouped by metaphor 
theme, and provides the data for this paper.  
Part 1 is an overview of the ways in which emotion in 
general and specific emotions are metaphorically 
conceptualised in English, with a brief aside on anger in 
particular. Part 2 explores how English metaphor themes 
and their lexis contribute to the expression of 
emotion/evaluation. 

                                                          
1  The research was funded by the Research Grants 
Council Hong Kong SAR, reference LC3001/99H. 
2  http: //www.ln.edu.hk/lle/cwd03/lnproject_ 
chi/home.html. User id: <user>. Password <edumet6> 

Part 1
1.0. Conceptualisation of Emotion 
The major metaphor themes for conceptualising emotion 
in English can be organised in four loose hierarchies. 
The most important grouping (Figure 1) has at the top of 
the hierarchy EMOTION IS SENSE IMPRESSION, 
with the remaining members of this group directly or 
indirectly dependent upon it. The important theme 
EMOTION IS WEATHER relates to all the sense 
impressions, except smell. The second, much simpler, 
group depends upon the joint themes EMOTION IS 
FLUID and EMOTION IS MOVEMENT, or the 
movement of fluids (Figure 2). It might be possible to 
see an experiential connection between these two groups: 
WEATHER involves MOVEMENT of FLUIDS (air and 
water); and EMOTION IS EXPLOSION can be linked to 
EXPRESSION IS OUTFLOW (of gas).  
The third group uses space to indicate relationship. It too 
may be connected to the first group since PROXIMITY, 
especially in early childhood, is associated with 
WARMTH, relating it to AFFECTION IS WARMTH in 
particular and EMOTION IS TOUCH more generally 
(Figure 3). The fourth group concerns orientational 
metaphor based on the vertical axis, by which emotions 
in general and happiness especially are conceived as 
being high (Figure 4). There remain, in Metalude, a 
number of miscellaneous metaphor themes which do not 
seem to form a systematic group, beyond the fact that 
EMOTION is concretised as a MINERAL, and then 
animised as various kinds of living thing—PLANT, 
ANIMAL (HUMAN), a human who is a PERSON 
CONTROLLED, and parts of a human, BODY PART/ 
BODY LIQUID (Figure 5). The latter is probably the 
vestige of medieval medicine, the doctrine of the four 
humours. The remaining source, DISEASE, might link 
with EMOTION IS SENSE IMPRESSION in group 1. 
This kind of lexicological work shows that the subgroups 
are often cross-linked to form larger webs and schematic 
interactions, a complexity that Grady has attempted to 
remedy with his notion of primary metaphor, though at 
the cost of richness of imagery and psychological force. 
To indicate how metaphor themes might work together to 
create the much touted ANGER IS HOT FLUID IN A 
CONTAINER (for which there is very little lexical 
evidence), see Figure 6. 
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Fig 1. Sub-themes for EMOTION IS SENSE IMPRESSION

Fig 2. EMOTION IS MOVEMENT-EMOTION IS LIQUID and their associated themes 

Fig 3. RELATIONSHIP IS PROXIMITY/COHESION and its related metaphor themes 

Fig 4. EMOTION IS HIGH and its related metaphor themes
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Fig 5. Miscellaneous metaphor themes for emotions

Fig 6. Inter-relations of metaphor themes to produce ANGER IS HOT FLUID IN CONTAINER 

Fig 7. Sub-themes for the metaphor theme HUMAN IS ANIMAL in Metalude 
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1.1. Description and Expression of Emotion 
Perhaps we should draw a distinction between the 
metaphorical description and metaphorical expression of 
emotion. As for the latter, a case can be made for 
regarding many swear words as metaphorical 
expressions of emotion. In cases like piss off, or hell, for 
example, the mapping or transfer of features is not a 
matter of conceptual or ideational meaning, but the 
transfer of the negative feelings about urine or eternal 
punishment to the meaning of the swear words. These 
would be clear cut cases of the expression of emotion as 
one of the interpersonal functions of metaphor (Goatly 
1997). In the metaphorical theme 
EVIL/WORTHLESSNESS IS WASTE, urine and faeces, 
‘disgust triggers’ (Eckman 2000: 174), are used as 
sources. Faeces metaphorise disgust and contempt for 
low quality: shit, turd ‘contemptible, nasty person’, shitty 
‘nasty, of low quality’, shit on ‘treat very badly and 
unkindly’, pooh-pooh ‘show scorn for something’ (he 
pooh-poohed my attempts to play the piano). They are 
also associated with disgust for immorality: mucky 
‘pornographic’, cesspit or cesspool ‘unpleasant or 
immoral situation’ (a cesspit of prostitution and other 
illegal activities). Body wastes express contempt for 
nonsense and uselessness: crap ‘something useless, 
worthless, nonsensical or of bad quality’ horseshit and 
bullshit ‘nonsense’, bumf (literally ‘toilet paper’) 
‘written material such as advertisements, or documents 
that are unwanted or boring’. The same sense of 
pointlessness or insignificance is found with urine: piss 
around ‘waste time doing things without any particular 
purpose or plan’, piddling ‘insignificant’ ($5 is a 
piddling amount). 
In most of the above examples metaphorical lexis 
expresses rather than describes emotion, so it is 
interpersonal rather than conceptual, but the 
expression and description of emotion/evaluation 
often overlap. SAD IS DARK, cited previously as an 
example of conceptualising emotion, can describe 
an emotion: the rise in interest rates cast a cloud 
over (‘induced pessimism about’) the property 
market; news of his father’s death overshadowed
(‘reduced the happiness of’) his winning the gold.
But describing, in the first person, one’s own 
emotion, might amount to expressing it: this is my 
darkest hour (‘most miserable period of my life’)
and I can see no light at the end of the tunnel

(‘hopes of a pleasant future situation in an 
unpleasant one’). Either case, expression or 
description/conceptualisation, involves evaluation. 

Part 2.  
2. 0. Metalude data for evaluation 
I have sorted through the root analogies/metaphor 
themes listed in Metalude and attempted to extract those 
which seem to be evaluative. The rest of this paper is 
devoted to their discussion according to four questions. 
(1) Is there a transfer of evaluation, and if so is it from 
the source to the target or from the target to the source? 
(2) In the latter case, does this evaluative transfer depend 
upon the participation of the metaphor theme in some 
larger schema? (3) How does the selection of metaphor 
themes as evaluative depend upon ideological values? (4) 
What role does multivalency (same source for different 
targets) play in reinforcing evaluation? 
Before I proceed, one caveat. When compiling the 
lexical data for Metalude, beginning back in the early 
90s, my choice of metaphor theme labels was somewhat 
unsystematic, and heavily reliant on the traditional labels 
in the CL literature. Nowadays, I would be more 
systematic, establishing classes and hierarchies 
according to semantic networks or by exploiting Grady’s 
insights into primary metaphors.  
Moreover, I decided, as Metalude is conceived as a 
resource for teaching Chinese students English 
vocabulary, to subdivide metaphor themes with more 
than 50 lexical items. One result is that some metaphor 
thematic subdivisions draw attention to negative 
evaluations. For example, as Figure 1 shows, EMOTION 
IS TOUCH/IMPACT subsumes BAD EMOTION IS 
HURT/ INJURY. However, others, which are not sub-
divided, may also contain a great deal of evaluative lexis, 
without this being obvious from the metaphor theme 
label. Clear cases are the metaphor themes with 
HUMAN IS ANIMAL as their superordinate (see Figure 
7). Elsewhere I have shown in detail ‘the negative 
metaphorical slant of these metaphors, many connoting 
unpleasantness, ugliness, pride, uncontrolled appetite and 
stupidity’ (Goatly 2007: 152).  
Metaphor themes which have no evaluative term in their 
title, but which nevertheless likely include evaluative 
terms include those in Table 1.  

Table 1: Metaphor themes from Metalude incorporating evaluative lexis 
HUMAN IS ANIMAL (and its subdivisions) HUMAN IS SUPERNATURAL/MYTHICAL BEING 
EMOTION IS WEATHER MONEY IS FOOD 
EXPERIENCE IS FOOD QUALITY IS MONEY/WEALTH 
EXPERIENCE/SITUATION IS WEATHER QUALITY IS SHAPE/SIZE 
HUMAN IS SUPERNATURAL/MYTHICAL BEING QUALITY IS TASTE/TEXTURE 
KNOWLEDGE/WORDS IS FOOD AND DRINK RANK/VALUE/CHARACTER IS METAL 
LANGUAGE QUALITY IS TASTE WEATHER IS HUMAN ACTIVITY/QUALITY 
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2. 1. Evaluative transfer 
Some metaphor themes in Metalude have evaluations in 
both their source and target, for example the negative 
ones in Table 2.  
I have already exemplified WORTHLESSNESS IS 
WASTE. Another, DISEASE IS WAR/INVASION, 
shows that some of the lexis under these themes may be 
positive in its evaluation, despite the pejorative nature of 
both sides of the label. It constructs disease pejoratively 

as an attack by invaders ‘viruses or bacteria’, or 
foreign bodies from outside. The bacteria invade ‘enter 
the body’, and may strike down ‘cause illness or death 
to’ the victims who succumb ‘become ill’. However, the 
lexis also contains positive evaluations: the body may 
defend itself, fight, combat ‘struggle to survive’ the 
disease, through resistance ‘immune response’ and 
medicine might conquer, vanquish ‘eliminate’ a disease.  

Table 2: Metaphor themes from Metalude with negative evaluation in target and source 
BAD/UNIMPORTANT IS POOR/CHEAP PROBLEM/DIFFICULTY IS DISEASE 
EVIL/WORTHLESSNESS IS WASTE AWKWARD SPEECH IS AWKWARD WALKING 
BAD IS SMELLY FAILURE IS SHIPWRECK 
EVIL IS DIRT MENTAL DISTURBANCE IS DIVISION/INCOMPLETENESS 
BAD EMOTION IS DISCOMFORT/PAIN DISEASE IS WAR/INVASION 
CAUSE BAD EMOTIONS IS HURT/INJURE 
 
Other themes apparently transfer evaluation from the 
source label to the target label (table 3), a finding in tune 
with much of the evidence for conceptual feature 
mapping of individual lexical metaphors. Some of the 
lexis for SEX IS VIOLENCE is given in 2.3. below. As 
another example, consider EMOTION/IDEA IS 
DISEASE. Ideas and emotions can be a bug 
‘enthusiasm’ that is contagious, catching or infectious 
‘easily communicated to many people’. (It is worth 
pointing out however that with these four lexical items 
the negative evaluation seems to be neutralised by the 

target, unlike the items below). The emotions associated 
with ideas can be more or less strong – virulent ‘full of 
hate and fierce opposition’, pathological ‘showing 
extreme uncontrolled feelings’. These ideas and 
accompanying emotions cause harm – poison ‘introduce 
a harmful idea into’ the mind or are harmful – noxious, 
poisonous, venomous ‘harmful, negative, unpleasant’, 
inflammatory ‘intentionally causing negative feelings’ 
or jaundiced ‘pessimistic’, while negative ideas fester 
‘become more intense’, like an infected wound.  

Table 3: Metaphor themes from Metalude with negative transfer from source to target 
FEELING EMOTION IS BEING EATEN 
EMOTION/IDEA IS DISEASE ARGUING/CRITICISING IS WOUNDING/CUTTING 
CESSATION IS DEATH ARGUMENTS IS WEAPONS/AMMUNITION 
ARGUING/CRITICISING IS ATTACKING COMPETITION IS WAR/VIOLENCE 
ARGUING/CRITICISING IS FIGHTING SEX IS VIOLENCE 
ARGUING/CRITICISING IS HITTING/PUNCHING ARGUING/CRITICISING IS WOUNDING/CUTTING 

 
Resistance is seen in terms of preventing disease: 
sanitize ‘change in order to make it less strongly 
expressed or offensive’, immune ‘unable to be 
influenced by an idea or emotion’; or of its treatment: 
cure of ‘get rid of a bad idea or emotion’. 

The majority of evaluative metaphor themes have an 
evaluative target and an apparently neutral source, I lack 
the space to list them all. Here is a sample, some of 
which I follow up later in the paper (Table 4).

Table 4: Metaphor themes in Metalude with an evaluative target 
NEGATIVE POSITIVE 
BAD IS LOW GOOD (MORALITY, QUALITY) IS HIGH 
CONFLICTING PURPOSE IS OPPOSITE DIRECTION SHARE PURPOSE IS ALIGN 
UNCERTAINTY/UNRELIABILITY IS INSTABILITY CERTAINTY/RELIABILITY IS SOLIDITY/FIRMNESS 
EVIL IS DARK/BLACK GOOD IS CLEAN/WHITE 
WORRY/PROBLEM/RESPONSIBILITY IS WEIGHT SERIOUSNESS/IMPORTANCE IS WEIGHT 
STEAL IS LIFT UNDERSTANDING IS PENETRATION/SHARPNESS 
DECEIT IS DOUBLENESS TRUTH/CORRECTNESS IS STRAIGHTNESS 

The politically-incorrect metaphor themes GOOD IS 
CLEAN/WHITE, and EVIL IS DARK/BLACK are clear 
examples, there being no intrinsic value to these two 

colours. Realising the first we have positive lexical items 
such as white knight ‘person or organisation that rescues 
a company from financial difficulties’, fair ‘morally 
correct or just’, whiter than white ‘having a reputation 
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for high moral standards’, lily-white ‘faultless in 
character’, and whitewash ‘cover up mistakes or bad 
behaviour’. The second comprises mostly pejorative 
terms, meaning evil or wrong: black meaning ‘bad’ (this 
is a black day for the Olympics), or ‘cruel or wicked’ 
(this is a blacker crime than most I’ve investigated), 
black and white ‘with clear distinctions between 
morally wrong and right’, black mark ‘fault or mistake 
that has been noted’, blackguard ‘a wicked person’, 
blackleg ‘a traitor who continues to work while other 
workers are on strike’; they can mean ‘illegal’, black 
market, black economy; or connote loss of reputation: 
black sheep ‘bad person in a family who brings it into 
disrepute’, and blacken ‘destroy the good reputation of’. 

2.2. Evaluation dependent on larger schemata 
The subdivision into metaphor themes with a more 
manageable number of lexical items also obscures the 
fact that many sources are necessarily evaluated if seen 
as part of a larger schema, though they might not appear 
to be in isolation.  
For instance, one of the more important superordinate 
schemata for conceptualising activity (life) is movement 
forwards, ACTIVITY/PROCESS IS MOVEMENT 
(FORWARD), with its more obviously positive 
counterparts DEVELOPING/SUCCEEDING IS 
MOVING FORWARD and SUCCESS/EASE IS SPEED. 
As sub-metaphor themes we have some in which neither 
target nor source are intrinsically evaluative: 
INACTIVITY IS IMMOBILITY; LESS ACTIVE IS 
SLOW; and perhaps OPPORTUNITY/ POSSIBILITY IS 
OPENING; PURPOSE IS DIRECTION; 
PURPOSELESS IS DIRECTIONLESS; SHARE 
PURPOSE IS ALIGN. Others quite clearly have little 

evaluation in their sources: CONFLICTING PURPOSE 
IS OPPOSITE DIRECTION—one might quite happily 
retrace one’s steps after a walk in the country; 
DIFFICULTY IS MUDDY GROUND—muddy ground 
is ideal for planting rice; DIFFICULTY/ PREVENTION 
IS OBSTACLE—obstacles are an excellent barrier 
against threats; FAILURE/ GIVING UP IS 
BACKWARDS—going backwards is the preferred 
method of parking a car; NO DEVELOPMENT IS 
IMMOBILITY/ CIRCULARITY—round trip holidays 
always bring you back to where you started, and, indeed 
taking a circular route around an obstacle is an excellent 
example of lateral thinking as in SOLUTION IS WAY 
ROUND/OVER/ THROUGH; UNSUCCESSFUL 
/DIFFICULT IS SLOW--there is nothing intrinsically 
good about fast and slow (think of drinking good coffee 
and having good sex). But, as part of the superordinate 
schema, all these sources are necessarily evaluated 
negatively as preventing successful activity.  
2.3. Ideology and evaluation 
This leads us to consider our third question, already 
explored extensively elsewhere (Goatly 2007). 
Evaluation is notoriously variable and subjective, at least 
relative to conceptual meanings which tend to be more 
stable within language communities. Ideological divides 
within society might therefore give us different 
evaluative stances on the themes in Metalude. This 
would in some cases amount to a meta-evaluation, not 
just using evaluative language that represents a counter 
ideology but responding evaluatively to others’ language 
use. At a deep level, for example, one might observe 
fundamentally opposed metaphoric models for 
conceiving humanity and society as in Table 5.  

Table 5: Ideological and metaphorical oppositions. 
Relationship Isolation 
Unity Separation
Diversity Sameness 
Quality Quantity
Co-operation Competition 
ORGANISATION IS MACHINE QUALITY IS QUANTITY/SIZE 
SOCIAL ORGANISATION IS BUILDING QUALITY IS WEALTH 
SOCIAL ORGANISATION IS BODY ACTIVITY IS GAME/FIGHTING 
RELATIONSHIP IS PROXIMITY/COHESION FREEDOM IS SPACE TO MOVE 

The basic distinction is between a structure, in column 1, 
in which the individual parts are diverse, representing 
different qualities and therefore incommensurate, and 
related to each other in a co-operative enterprise. And 
column 2, where the individual entities are seen as 
similar and therefore quantifiable, free, separate and in 
competition with each other. If one espouses a counter-
ideology to the current late capitalist one, one might 
evaluate negatively uses of vocabulary which belongs to 
the metaphor themes in the second column.  
To elaborate and exemplify further, ACTIVITY IS 
FIGHTING can be divided into sub-themes involving 
speech acts as in Figure 8. The prevalence of ARGUING 

/CRITICISING IS FIGHTING has provoked the 
following feminist and co-operative response: 

There are non-adversarial aspects of argument. And 
there are non-adversarial metaphors for argument – 
arguments may help us build a case, explore a topic,
or think through a problem. Evaluating arguments 
may lead us to change our own minds; a critical 
analysis of someone else’s case is not, by definition, 
a negative one.  (Govier 1999: 7-8) [my emphasis]. 

Similarly ecologists (Gaia-theorists) and animal rights 
campaigners might give a positive evaluation to 
ANIMAL IS HUMAN, PLACE/LANDSCAPE IS 
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BODY, PLANT IS HUMAN /ANIMAL, as they seem to 
break down the conceptual barriers between human and 
non-human nature, and accord a dignity to the latter. 
Socialists might in principle object to the use of lexis 
from AFFECTION/ RELATION-SHIP IS 
MONEY/WEALTH and HUMAN IS VALUABLE 
OBJECT/COMMODITY as they wish to resist the 
encroachment of the market into every aspect of human 
life and the commodification of the human body and of 
relationships. Afro-Caribbeans now prefer to be known 
as people of colour, in order to replace the negative 
meanings of black (2.1) with something more exciting 
(EXCITEMENT IS COLOUR, Figure 1). And Feminists 

would certainly protest against SEX IS VIOLENCE, 
especially since men are usually constructed as the 
aggressors: chopper, weapon, shoot his load, fire 
blanks, conquest, lady-killer.
However, as with this last example, careful consideration 
of the specific lexis realising the metaphor theme is often 
necessary in order to judge its ideological affinities. Anti-
materialists might be thought, for example, to resist 
HUMAN IS MACHINE/ IMPLEMENT. But a close 
look at its lexis suggests that the number of pejorative 
lexical items far outweigh the positive (Table 6): 

Table 6: Pejorative and positive lexis in HUMAN IS MACHINE/ IMPLEMENT

PEJORATIVE METAPHORS POSITIVE METAPHORS 

crook, crock, rake, basket-case, hatchet-faced, flail, rasping; 
mechanically, automaton, motormouth, cog, crank, hulk 

new-broom, dynamo, drive, turbocharged, high-powered, high-octane

Some of this specific pejorative lexis can be interpreted 
according to the anti-mechanistic dictum that reducing 
humans to machines or implements demeans them: we 
are in fact, or should be more than machines. 

Conservatives’ and traditionalists’ reactionary hackles 
would only be raised by careful consideration of the lexis 
realising UNCHANGING IS HARD/RIGID, and 
UNCHANGING IS STATIC:  

In a similar way, there is nothing which alerts us to sexist 
ideology in the label HUMAN IS FOOD. However, the 
lexis indicates women are disproportionately represented 
as food, where their purpose is to satisfy the appetites of 
men: cheesecake ‘half-naked, female, photographic 
models’, crackling, crumpet ‘sexually attractive 
woman’, tart ‘sexually immoral/attractive woman’, 
mutton dressed as lamb ‘older woman trying to look 
young’, lollipop, peach ‘attractive young girl’, arm-
candy ‘attractive companion at social events’. (Though 
we also have dishy, stud muffin, and beefcake applied 
exclusively to men). 

2.4. The Role of Multivalency and Opposition in 
Metaphor themes  
As suggested elsewhere, metaphor themes can interact in 
interesting ways to affect our cognition and ideological 
value judgments, for example attitudes to immigration 
and race (Goatly 2007: chapter 5). What interests me in 
this section is the way in which multivalent metaphor 
themes, those with an identical source and different 
targets, may converge (or diverge) in terms of negative 
and positive evaluation. For example the four themes 
with straightness as source all seem positive. 

GOODNESS (HONESTY) IS STRAIGHTNESS JUSTICE/LAW IS STRAIGHT (LINE) 
TRUTH/CORRECTNESS IS STRAIGHTNESS SANITY/*NORMALITY IS STRAIGHTNESS 

UNCHANGING IS HARD/RIGID
NEGATIVE: unyielding, stiff-necked, hard-line, unwilling, stubborn or unable to change their beliefs or behaviour; rigid, 
rigidity, obstinately resisting change or persuasion; starchy, old-fashioned and formal in behaviour; fossilized, petrified, ossified,
unable to change or develop positively; set, unchanging, conservative; embedded, unchanging, permanent; unbending, tending to 
make judgments that cannot be changed; set/cast in stone/concrete, extremely difficult to change
POSITIVE: stable, not likely to change for the worse; solid, certain, unwavering, loyal

UNCHANGING IS STATIC
NEGATIVE: stuffy, formal, boring and old-fashioned; stick in the mud, someone who is not willing to change or accept new 
ideas; cling to, refuse to give up a tradition or belief; entrenched, difficult or impossible to change dig in/dig their heels in, refuse 
to change your opinions or plans, stuck with, tied to, forced to accept a situation you cannot change, stagnant, stagnate fail/-ing 
to change develop or improve
POSITIVE: settled, permanent and predictable, stick at, apply yourself to, keep doing the same thing with determination despite 
difficulties, stick by, continue to give help and support to a person
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Table 7: Metaphor themes from Metalude involving ‘height’ as source.
POSITIVE NEGATIVE 
 
HIGH LOW
GOOD(QUALITY/MORALITY) IS HIGH BAD IS LOW 
HAPPY IS HIGH SAD IS LOW 
HEALTH/LIFE IS HIGH UNHEALTHY/DEAD IS LOW 
POWER/CONTROL IS ABOVE POWERLESS/CONTROLLED IS BELOW 
IMPORTANCE/STATUS IS HIGH UNIMPORTANT/SUBORDINATE IS LOW 
*MORE IS HIGH *LESS IS LOW 

(CAUSE) TO GO/BE HIGH (CAUSE) TO GO/BE LOW 
BE GOOD ENOUGH/BETTER IS RISE DETERIORATE IS FALL/LOWER 
GAIN POWER IS RISE LOSE POWER/CONTROL IS DESCEND 
ENCOURAGE/HELP IS SUPPORT CONTROL IS PUSH/PUT DOWN 
IMPROVE STATUS IS RAISE REDUCE STATUS IS LOWER 
ACHIEVEMENT/SUCCESS IS HIGH FAILURE IS FALLING; FAILURE IS SINKING 
*INCREASE IS RISE *DECREASE IS FALL 

Probably the most obvious pattern of significant multivalency concerns the source of height (Table 7). 
In cases of both STRAIGHTNESS and HEIGHT I have 
placed asterisks against targets which do not, at face 
value, seem positive or negative. Normality may be 
boring, having more work to do may be negative. I 
suggest that the sharing of sources may bring about a 

sharing of evaluative polarity: if GOOD IS HIGH and 
MORE IS HIGH, then MORE = GOOD (Goatly 2007: 
chapter 5). This becomes even more pronounced with the 
metaphor themes with multivalent source BIG.  

IMPORTANT IS BIG *FEW/LESS IS SMALL 
*NUMEROUS/MORE IS BIG *DECREASE IS CONTRACT 
*INCREASE IS EXPAND 

Most of these are asterisked, and it would seem that only 
under the influence of IMPORTANT IS BIG do they 
achieve a positive evaluation for large size and negative 
for small size. Notice, therefore, that in none of the 
metaphor themes cited in this section does the source 
intrinsically carry an evaluation, and that evaluation is 
either achieved by transfer from the target, or from other 
targets which share the same source. 
However there are some conflicting evaluations, for 
example WEIGHT can be given a positive evaluation as 
in SERIOUSNESS/ IMPORTANCE IS WEIGHT or a 
negative one as in WORRY/PROBLEM 
/RESPONSIBILITY IS WEIGHT. This difference 
depends upon the primary scenes or schemata and 
metonymic frames to which weight belongs in each case. 
Seriousness and importance might be associated with the 
weighing of goods, coins or metals, in which schema it is 
positive, while worry, problems or onerous 
responsibilities might be associated with 
DEVELOPMENT/ SUCCESS IS MOVEMENT 
FORWARDS (LIFE IS A JOURNEY), or SAD IS LOW 
(manifested by slouching gait, drooping shoulders 
downcast eyes), in which case the weight is a burden and 
impediment to movement or upright posture. 
An important conflicting evaluation of a similar source 
arises with RELATIONSHIP IS 
PROXIMITY/COHESION and NO FREEDOM IS 
TYING/BINDING, one of the converses of FREEDOM 
IS SPACE TO MOVE (Table 5). This conflict tends to 

construct relationships as a loss of freedom, rather than 
the means of achieving identities and roles through 
which we are empowered, and in which ‘service is 
perfect freedom.’(Goatly 2007). 

3. Conclusion 
Cognitive linguistics, as the label suggests, has for the 
most part concentrated on the conceptual or ideational 
aspects of meaning, and hence has had a great deal to say 
about the conceptualisation of emotion. It has, however, 
more or less neglected the interpersonal aspects of 
metaphor use, of which the expression of emotion is one. 
Though the lexical resources for conceptualisation/ 
description and expression in some cases overlap, as 
when 1st person description amounts to expression, in 
other cases, such as swear words, expression is quite 
distinct from conceptual meaning and depends on 
affective grounds. So, while the first part of this paper is 
treading on well-worn ground, albeit beating a 
lexicological rather than an intuitive path, the second 
part is more exploratory, and I hope, opens the way for 
more research. I have tried to show that data may be 
mined from Metalude not only to reveal how emotion is 
conceptualised or described but, somewhat 
problematically, to uncover the metaphorical evaluative 
resources in English.  
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Abstract

The research described here is part of a larger effort, first, to construct formal theories of a broad range of aspects of commonsense
psychology, including knowledge management, the envisionment of possible courses of events, and goal-directed behavior, and, second,
to link them to the English lexicon. We have identified the most common words and phrases for describing emotions in English. In this
paper we describe a formalization of people’s implicit theory of how emotions mediate between what they experience and what they do.
We then sketch out effort to write rules that link the theory with words and phrases in the emotional lexicon.

1. Introduction

We understand discourse so well because we know so
much. If we are to have natural language understanding
systems that are able to deal with texts with emotional con-
tent, we must encode knowledge of human emotions for use
in the systems. In particular, we must equip the system with
a formal version of people’s implicit theory of how emo-
tions mediate between what they experience and what they
do, and rules that link the theory with words and phrases in
the emotional lexicon.
The effort we describe here is part of a larger project in
knowledge-based natural language understanding to con-
struct a collection of abstract and concrete core formal the-
ories of fundamental phenomena, geared to language, and
to define or at least characterize the most common words
in English in terms of these theories (Hobbs, 2008). One
collection of theories we have put a considerable amount
of work into is a commonsense theory of human cognition,
or how people think they think (Hobbs and Gordon, 2005).
A formal theory of emotions is an important piece of this.
In this paper we describe this theory and our efforts to de-
fine a number of the most common words about emotions
in terms of this and other theories.
Vocabulary related to emotions has been studied ex-
tensively within the field of linguistics, with particu-
lar attention to cross-cultural differences (Athanasiadou
and Tabakowska, 1998; Harkins and Wierzbicka, 2001;
Wierzbicka, 1999). Within computational linguistics, there
has been recent interest in creating large-scale text corpora
where expressions of emotion and other private states are
annotated (Wiebe et al., 2005).
In Section 2 we describe Core WordNet and our catego-
rization of it to determine the most frequent words about
cognition and emotion. In Section 3 we describe an effort
to flesh out the emotional lexicon by searching a large cor-
pus for emotional terms, so we can have some assurance of
high coverage in both the core theory and the lexical items
linked to it. In Section 4 we sketch the principal facets of
some of the core theories. In Section 5 we describe the
theory of Emotion with several examples of words charac-
terized in terms of the theories.

2. Identifying the Core Emotion Words
WordNet (Miller, 1995; Miller et al., 2006) contains tens
of thousands of synsets referring to highly specific animals,
plants, chemical compounds, French mathematicians, and
so on. Most of these are rarely relevant to any particular
natural language understanding application. To focus on
the more central words in English, the Princeton WordNet
group has compiled a CoreWordNet, consisting of 4,979
synsets that express frequent and salient concepts. These
were selected as follows: First, a list with the most frequent
strings from the British National Corpus was automatically
compiled and all WordNet synsets for these strings were
pulled out. Second, two raters determined which of the
senses of these strings expressed “salient” concepts (Boyd-
Graber et al., 2006). CoreWordNet is downloadable from

http://wordnet.cs.princeton.edu/downloads.html.

Only nouns, verbs and adjectives were identified in that ef-
fort, but subsequently 322 adverbs were added to the list.
We classified these word senses manually into sixteen
broad categories, including such classes as Composite En-
tities, Scales, Events, Space, Time, Communication, Mi-
crosocial (e.g., personal relationships), Macrosocial (e.g.,
government), Artifacts, and Economics. A very impor-
tant class was Cognition, or concepts involving mental and
emotional states. This included such words as imagination,
horror, rely, remind, matter, estimate, and idea. Altogether
778 words senses were put into this class.
These were further divided into thirty classes based on
commonsense theories of cognition we had identified from
an examination of several hundred human strategies (Gor-
don, 2004) and had constructed formal theories of in a
defeasible, first-order predicate calculus (Hobbs and Gor-
don, 2005). Among the thirty are theories of Knowledge
Management, Memory, Goals and Plans, Envisionment (or
“thinking about”), Decisions, Threat Detection, Explana-
tions, and Emotions. 140 of the 778 cognitive word senses
concern emotions, and are the focus of this paper. Some
random examples of the emotion word senses are as fol-
lows (many of these are ambiguous, but it is the emotional
sense that concerns us): heart, concern, relief, anger, mood,
joy, fit, embarassment, morale, apathy, pride, disgust, want,
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feel, suffer, cry, upset, provoke, terrify, fascinate, glad, ex-
citing, happy, sympathetic, passionate, and calmly.

3. Filling out the Lexicon of Emotion
With the aim of providing automated tools for annotating
expressions of emotion in English text, we developed a cat-
alogue of English words and phrases that refer to emotional
states and emotion-related mental events, as part of a larger
effort to recognize all English expressions related to com-
monsense psychology (Gordon et al., 2003).
Our strategy consisted of three steps. First, we convened
a group brainstorming meeting with researchers, gradu-
ate students, and administrative staff within our research
lab. Participants were asked to creatively and competitively
produce words and phrases that were related to emotional
states, the expression of emotions, and commonsense men-
tal processes involving emotions. The purpose of this meet-
ing was to produce an initial list that could serve as the
starting point for an exhaustive linguistic search. Second, a
team of graduate students in linguistics and computational
linguistics were tasked to elaborate this list by consulting a
variety of thesauri, phrase dictionaries, and electronic lin-
guistic resources. WordNet was particularly useful during
this step; the list was expanded to include all hyponyms
of emotion-1, troponyms of provoke-1, and troponyms of
feel-1. Morphological derivatives of each word in the ex-
panded list were also included, e.g., the verb resent relates
both to its present participle (resenting), but also to the ad-
jective resentful and its derivatives (resentfully and resent-
ment). Third, the resulting list (several hundred emotion
terms) was then organized into semantic classes by cluster-
ing terms with similar meaning. During this step, we re-
lied heavily on the emotion categories proposed by Ortony
et al. (1988), expanded by Clark Elliot (1992) to include
24 distinct emotion types. The final taxonomy added a su-
perordinate emotion class, a class for the lack of emotion,
and seven classes of terms related to emotion-related men-
tal processes, resulting in a final list of 33 taxonomic dis-
tinctions.
In conducting this analysis, we were particularly struck
by two characteristics of emotion vocabulary that distin-
guishes it from other terminology related to commonsense
psychology, e.g. beliefs, goals and plans. First is the sheer
quantity of single words that reference emotion states in
the English language, in no small part due to the borrow-
ing power of English; there are literally hundreds of words
available to English-speakers to describe how they are feel-
ing. Second is the low level of polysemy within this set;
most emotion terms have only a single word sense. The list
below provides several examples of each of the 33 emo-
tion categories, with the adjectival form favored over other
derivatives.

1. emotion (affect, emotion, feeling, have feelings of)

2. joy emotion (blithe, cheery, comfortable, ecstatic,
elated, enjoyment, happy, be in high spirits, be in Nir-
vana, be on cloud nine)

3. distress emotion (agony, bereavement, brokenhearted,
cheerless, depression, despondent, sad, tearful, un-
happy, be low spirited, have a sinking feeling)

4. happy-for emotion (glad for, pleased for, congratula-
tory)

5. sorry-for emotion (commiserative, compassionate,
condolence)

6. resentment emotion (covetous, envious, jealous, sulky,
vengeful)

7. gloating emotion (schadenfreude, mawkish)

8. hope emotion (encouragement, hopeful, optimistic,
sanguine)

9. fear emotion (anxious, apprehensive, bode, consterna-
tion, despair, fearful, terror, timid, trepidation, uneasy,
worried, have cold feet, gives one the creeps)

10. satisfaction emotion (consolation, delightful, grati-
fication, pleasure, ravishment, satisfaction, solace,
have a silver lining)

11. fears confirmed emotion (fears have come true, fears
realized)

12. relief emotion (alleviation, assuagement, relief)

13. disappointment emotion (defeat, disappointment, frus-
tration)

14. pride emotion (conceited, egotistic, proud, prideful,
vain)

15. self-reproach emotion (chagrin, discomfit, embar-
rassment, humble, humility, meek, repentance, self-
conscious, self-depreciation, shame)

16. appreciation emotion (appreciative, thankful)

17. reproach emotion (disapproval, reproachful)

18. gratitude emotion (grateful)

19. anger emotion (aggravation, angry, annoyance, bel-
ligerent, furious, pique, rage)

20. gratification emotion (gratifying)

21. remorse emotion (guilt, regretful, remorseful, rueful)

22. liking emotion (fancy, fascination, fondness, partial-
ity, penchant, predilection, have a taste for, have a
weakness for)

23. disliking emotion (abhorrent, abomination, de-
testable, disinclination, dislikable, execration, loath-
some, repugnant, repulsive, revulsion)

24. love emotion (adoration, agape, amorous, devotion,
enamor, infatuation, lovable)

25. hate emotion (animosity, bitterness, despise, hateful,
malefic, malevolent, malicious, spite, venomous, have
bad blood)

26. emotional state (mood, way one feels, how one is feel-
ing)
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27. emotional state explanation (reason for feeling, why
one feels, cause of the emotion)

28. emotional state change (a shift in mood)

29. appraisal (assess one’s emotions, figure out how one
feels about)

30. coping strategy (way of dealing with, coping tech-
nique)

31. coping (dealing with the feeling, coming to terms with)

32. emotional tendency (emotional, moodiness, passion-
ate, sentimentality)

33. no emotion (aloof, ambivalent, austere, calm, cold-
hearted, emotionless, heartless, impassive, indifferent,
phlegmatic)

4. Some Core Theories
We use first-order logic for encoding axioms in our com-
monsense theories, in the syntax of Common Logic (Men-
zel et al., 2008). Since human cognition concerns itself with
actual and possible events and states, which we refer to as
eventualities, we reify these and treat them in the logic as
ordinary individuals. Similarly, we treat sets as ordinary
individuals and axiomatize naive set theory. Most axioms
are only normally true, and we thus have an approach to
defeasibility—proofs can be defeated by better proofs. Our
approach to defeasibility is based on weighted abduction
(Hobbs et al., 1993) and is similar to McCarthy’s circum-
scription (McCarthy, 1980), but the content of the theories
should survive a translation to any other adequate frame-
work for defeasibility.
The theories of cognition rest on sixteen background theo-
ries. Included among these is a theory of scales that pro-
vides means of talking about partial orderings, the figure-
ground relation of placing some external thing at a point
on a scale, and qualitative regions identifying the high and
low regions of a scale. The latter are linked to the theory of
functionality mentioned below; often when we call some-
thing tall, we mean tall enough for some purpose. They
also need to be linked to an as-yet undeveloped common-
sense theory of distributions.
In addition, we have theories of change of state, causality,
and time. The theory of causality tries to provide a defea-
sible notion of cause that can be used in lexical semantics
(Hobbs, 2005). The theory of time explicates such pred-
icates as before, atTime relating an event to a time, and a
meets relation between intervals (Hobbs and Pan, 2004).
For this paper the most relevant cognitive theories are
Knowledge Management, Goals and Planning, and Envi-
sionment. In the theory of Knowledge Management, we
characterize belief and graded belief and their relation to
perception, inference, and action. Briefly, perceiving is be-
lieving, we can defeasibly do logic inside belief contexts,
and our beliefs influence our actions. We also axiomatize
change of belief, mutual belief, assuming, varieties of in-
ference, justification, knowledge domains, expertise, and
other similar concepts in this theory.

The theory of Goals and Planning posits agents that have a
top-level goal “to thrive”, have various beliefs about what
will cause them to thrive and other causal knowledge, and
continually plan and replan to achieve this top-level goal.
Planning uses axioms about what eventualities cause or en-
able what other eventualities to generate subgoals of goals,
and subgoals of the subgoals, until arriving at executable
actions. Shared goals and plans are defined in terms of mu-
tual knowledge and of sets of agents having goals where the
shared plans bottom out in actions by individual members.
We define notions of eventualities being good for or bad
for an agent or group of agents relative to their goals. The
function and roles of artifacts and organizations are char-
acterized in terms of agents’ goals, where the structure of
the artifact or organization reflects the structure of the plan
to achieve the goals. We also explicate here the notions of
attempting to achieve a goal and actually achieving it. A
threat is an eventuality that may cause one’s goals not to be
achieved.
The theory of Envisionment is an attempt to begin to cap-
ture what it is to think about something, particularly, in a
causal manner. To envision is to entertain in one’s focus
of attention a sequence of causally linked sets of eventuali-
ties. For example, the Common Logic expression (envi-
sionFromTo a s1 s2) says that an agent a envisions
a sequence of causally connected situations starting with
s1 and ending with s2. Explanation, prediction, and plan-
ning are varieties of envisionment.

5. The Theory and Lexical Semantics of
Emotion

Our theory of Emotions attempts to characterize twenty-
six basic emotions in terms of the abstract situations that
cause them and the abstract classes of behavior they trig-
ger. That is, emotions are viewed primarily as mediating
between perception and action. Our treatment is based in
part, but only in part, on that of Ortony et al. (1988). We
attempt, in addition, to axiomatize the notion of the inten-
sity of emotion, and give a somewhat more central role to
the “raw emotions”, as described below.
Natural language is very rich in emotional terminology, and
our formal theory of emotion tracks language very closely.
Thus, in explicating the concepts of the theory, we are also
providing the deep lexical semantics of English emotional
terms. Of course, the converse is not also true; there are
many more English emotional terms than would be basic
predicates in an underlying theory of emotion; these others
we characterize in terms of the basic predicates.
Happiness is normally caused by the belief that one’s goals
are being satisfied. This of course is not always the ex-
planation of one’s happiness. Imagining you will win the
lottery can cheer you up, sometimes you feel happy for no
identifiable reason at all, and sometimes you are unhappy
even though everything is going well. This is an illustration
of why virtually all the rules in the cognitive theories are
defeasible.
To give a flavor of the rules in the theories, we include the
fairly complex one characterizing one of the sources of hap-
piness.
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(forall (a g e1 e2 e3 t1 t2)
(if (and (goal’ e1 g a)

(atTime e1 t1)
(atTime’ e2 g t2)
(believe’ e3 a e2)
(atTime e3 t1)
(intMeets t1 t2) <etc>)

(exists (e4)
(and (happy’ e4 a)

(atTime e4 t1)
(cause e3 e4)))))

That is, if during time intervalt1 agenta has the goalg and
believes that it will be satisfied during interval t2, where
t2 begins when t1 ends, then this belief will cause a to
be happy during interval t1. More succinctly, anticipating
success makes us happy. The <etc> is an abbreviation
indicating defeasibility.
An inference one can draw from one’s success in satisfying
one’s goals is that the rules or beliefs that generate one’s
behavior are functional. They are the right rules. There-
fore, there are two conclusions with respect to one’s ac-
tions. Since the rules are correct, there will be a reluctance
to change one’s beliefs, at least in the relevant knowledge
domains. The current beliefs are doing a good job. And
one will be inclined to act on one’s current beliefs. One
will exhibit a greater level of activity.
Sadness is given a corresponding characterization. It is nor-
mally caused by the belief that one’s goals are not being
satisfied. It tends to suppress the urge to action, since one
would be acting on beliefs that have shown themselves to
be dysfunctional. Moreover, sadness opens one to a change
in beliefs.
We have axiomatized Ortony et al.’s (1988) cognitive elabo-
rations on basic emotions. Happiness and sorrow for some-
one else, resentment, and gloating are defined in terms of
eventualities being good for or bad for in-groups and out-
groups, where in-groups are defined in terms of shared
goals. Anticipation is defined in terms of envisionment;
satisfaction, “fears confirmed”, disappointment, and relief
are defined in terms of anticipated eventualites that are
good for or bad for the agent being realized or frustrated.
Pride, self-reproach, appreciation, reproach, gratification,
remorse, gratitude and a certain kind of anger are defined
in terms of eventualities that are good for or bad for one’s
self or others being merely attempted or succeeding.
Although we do not “define” emotional intensity, we do
constrain its interpretations with axioms that say in some
special circumstances what sort of emotions will normally
be more intense than others, ceteris paribus. For example,
normally the more salient the stimulus, the more intense
the emotion, and the more intense the emotion the more
extreme the response. Intense then labels the functionally
and distributionally high region of that scale.
Our treatment of the three “raw” emotions, anger, fear, and
disgust, depends on the notions of eliminating or avoiding
threats. One eliminates a threat by causing a change of state
(or location) in it. One avoids a threat by causing a change

of state (or location) in one’s self. In either case, the effect
is a reduction of the threat. Anger and fear are both caused
by threats. In anger, our response to it is normally to try to
eliminate the threat. In fear, our response is normally to try
to avoid the threat.
Fear and anger are responses to external threats. Disgust is
a response to a threat that is interior, and it triggers an effort
to eject the threat. “Interior” may be interpreted literally
with respect to the body—most of the ways of talking about
disgust involve distaste or nausea. Or we may interpret it
metaphorically as referring to an in-group.
All of this is of course quite naive if viewed as a real theory
of emotions. But we believe it is reasonable as a common-
sense theory, and will allow natural language systems to
make sense of most occurrences of emotion terms in En-
glish discourse.
Having explicated the basic emotions formally, we are now
able to write axioms characterizing the meanings of the less
central emotional terminology of English. For example, to
“terrify” someone is to cause one to feel intense fear. The
various emotional word senses of “calm” in WordNet can
be characterized in terms of feeling or causing low emo-
tional intensity.
There are five noun senses of pride in WordNet. pride-
N2 includes the Ortony et al.’s (1988) sense we character-
ized above as what one feels on an attempt to do something
good, but also includes the feeling on success and the feel-
ing about another person’s attempt or success. pride-N1 is a
version of pride-N2, generalized over time. pride-N3 refers
to the causal power of pride-N1 in one’s actions. pride-N5
is pride-N1 carried to excess. (The fourth sense is a group
of lions.) The single verb sense of pride means to feel or
express pride-N1.

6. Summary
Natural language understanding requires a large knowledge
base of commonsense knowledge that explicates concepts
in coherent theories and links lexical items with these the-
ories. In order to achieve high accuracy, high complexity
results, this effort must be manual (as indeed dictionaries
are constructed manually). Early efforts will have the most
impact if done for the most central concepts and the most
common word senses.
In this paper we have outlined our work in constructing
background theories and theories of general cognition, and
we have described in more detail the structure of the theory
of Emotion, indicating how it can be used to explicate the
emotional vocabulary of English.
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Abstract
An approach to sense extension tailored for polysemy associated with non-literal language expanded to include belief revision generally.
The relationship between metaphor and genericity as rhetorical devices is discussed, and both are accounted for as related species
within the same framework of dynamic semantics. The theoretical apparatus is related to a dominant theory of metaphor interpretation
and processing which holds metaphorical utterances to be class inclusion statements involving dual reference for the the metaphorical
vehicle.

1. Background
The aim of this paper is to closely link the theory of
metaphor interpretation to that of natural language gener-
ics. Both forms of expression have curious truth conditions,
and it is argued that both can be understood in terms of
forms of belief revision in first order languages augmented
with sense distinctions. Influenced by work in dynamic se-
mantics that formalized accounts of anaphora in discourse
as eliminating possible models of sentences with pronouns,
on the basis of restricting assignment functions that map
variables into the domain, as pronouns are resolved to po-
tential antecedents (Kamp and Reyle, 1993; Groenendijk
and Stokhof, 1991), as well as research in belief revision
(Alchourrón et al., 1985), Lemon (1998) proposed a frame-
work for first-order logical languages which admitted both
information increase and retraction (“updates” and “down-
dates”, respectively).
Vogel (2001) proposed a comparable system for informa-
tion increase only, but with the additional dimension of in-
tensionality in that indices for interpretation were provided
to account for the multiplicity of senses that a predicate
name or name of individuals might have. In particular, that
system provided for static interpretation which is classical,
if relativized to sense, and dynamic interpretation, which
in all but certain well-defined syntactic and semantic con-
texts has the capacity to update the characteristic functions
of sets corresponding to the denotation of relation names
and constants. A feature of this system is that metaphoric-
ity is captured as a partial order that classifies indices, thus
accommodating the intuition that today’s novel metaphor
is tomorrow’s conventionalized non-literal expression, and
the next day’s dead metaphor, literal language. The sys-
tem took advantage of the fact that natural languages sup-
ply mechanisms to indicate that non-literal interpretation is
intended. For example, it has been noted that the appear-
ance of “literally” in a sentence is a fairly reliable indicator
that the sentence it appear in is not to be interpreted literally
(Goatly, 1997). It also supposed that languages have inter-
nal means to support the disambiguation of the intended
sense of an expression (even if the latter are periphrastic,
for example, “I mean ‘bank’ in the sense of ‘a financial

institution”’). The intent was to offer a proof-of-concept
response to Davidson’s claim that metaphor is not within
the remit of semantics, but of pragmatics (Davidson, 1984).
Vogel (2001) provided a truth-functional compositional se-
mantics that could accommodate metaphor and sense ex-
tension (expansion of predicates to new entities, and multi-
ple senses for names of entities and relations), but rejected
Davidson’s claim that “special senses” are not involved in
metaphoricity.1
In contrast, Vogel and McGillion (2002) argued that natural
language generics, phenomena well studied in the formal
semantics of natural language (Krifka et al., 1995; Carlson
and Pelletier, 1995; Cohen, 1999; Cohen, 2001), are not
in the remit of semantics but of mathematical formulation
of a cognitive theory of concepts. The basis of this argu-
ment is that unlike the case of metaphor, there are no overt
markers of genericity. While there is ample treatment of
the ability of definite NPs, bare plurals, mass nouns and
even indefinite singulars to sustain generic readings, they
do not demand them. This argument essentially ignores the
possibility that actually the unmarked case is generic refer-
ence, such as in determinerless classifier languages where
the specific reading is what may optionally be marked as
such if context of use does not clarify.

(1) Hurricanes happen in the Atlantic and Caribbean.

(2) Leslie smoked cigarettes.

(3) Leslie smoked three cigarettes.

Habituals (1) with unbounded subjects, and comparable
constructions with terminative aspect (see Verkuyl (1993))
make this more clear: without a specific bound or clear def-
inite marking on the object NP in (2), the preference is to
understand the sentence as a past tense habitual, a form of
generic. On the other hand, (3) exhibits terminative aspect.
The test between the two potential readings is in whether

1Van Genabith (2001) resisted the idea of a “designer logic”
and attempted an account based on higher-order logic with types
and a translation of all metaphors into corresponding similes, a
move disfavored by many.
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the sentence tolerates modification by “for a day” or “in a
day”—(2) can be continued with “for a day” but not “in a
day”, and (3) has the reverse pattern. To obtain the spe-
cific episodic reading, explicit marking is necessary on the
object NP.2
The purpose of this paper is threefold. Firstly, the paper
intends to improve upon the dynamic semantics provided
by Vogel (2001) to account for aspects of metaphoricity,
by incorporating downdates, and thus more clearly sepa-
rating the dynamics of information assertion and retraction
from the orthogonal dimension of metaphoricity. Secondly,
the paper argues a close relationship between metaphoricity
and genericity (the former is expansive, and the latter is re-
strictive in subsequent interpretation potential). This move,
as suggested by the title, resonates with one dominant the-
ory of metaphor understanding that holds metaphors to be
class inclusion statements (Glucksberg and Keysar, 1993;
Glucksberg, 2001). Thus, the third purpose is to show how
the semantic approach put forward here is compatible with
important aspects of Glucksberg’s theory.
One important aspect of the theory is the emphasis on a dif-
ference in interpretation requirements between novel and
established metaphors. The main explanatory mechanism
of the theory is allowance of dual reference in the vehicle
of a metaphor in its predication of the topic, ambiguous in
predication of the topic between literal reference and an ab-
straction over that reference that retains salient attributable
properties. Asymmetries of metaphors (in contrast to the
symmetry of similes) are anchored in the distinction be-
tween given and new information, with respect to qualifi-
able dimensions in the given information and potential at-
tributions supplied by the new information.
The next section of the paper spells out the formal sys-
tem for update and downdate which is richer than the start-
ing point provided by Lemon (1998) in a few respects (it
does not require that every element in the domain have a
name in the language; it admits multiplicity of sense; it ad-
mits sense designation into the language) and is conceptu-
ally more complete than the framework provided by Vogel
(2001) in forcing a clearer separation between information
assertion and retraction and the role of metaphoricity. Then,
§3. demonstrates the relationship between the resulting sys-
tem and the restricted quantification of genericity (essen-
tially, generics are also treated as special non-literal senses).
Finally, the paper shows how some of the desiderata of
Glucksberg’s theory are met. Others of them (for example,
conflation of subject-object asymmetry in metaphors with
topic-comment information packaging) are disputed.

2. Dynamics of first-order information
2.1. Intuitions about revision
To a child learning about the world via science documen-
taries broadcast on television, it may be news that (4) is
true. The literal truth of the statement is about NPs at the
same level of abstraction.

(4) A whale is a mammal.

2Glasbey (2007) notes that aspectual class can diverge between
literal and non-literal readings of idiomatic expressions.

(5) A whale is like a mammal.

Even if the sentence is provided as a voice accompanying a
picture of two whales, such that the child anchors the sub-
ject NP to one of the two whales arbitrarily, (4) remains a
literally true statement. As an accepted piece of news, the
child extends whatever meaning of “mammal” was in place
before, with the new information that one or more whales is
also in that set. If the child knows that whales are not fish,
the child may retract the prior creative hypothesis that the
swimming fish-like thing is not a fish. Note that (5) is also
true because whales are mammals, and things are generally
like themselves.3 Moreover, (5) is reversible. Glucksberg
notes that metaphors are not only asymmetric, they are also
sometimes only reversible with a change of meaning into
a different metaphor. Glucksberg (2001, pg. 45) notes the
difference between (6) and (7).

(6) Some surgeons are butchers.

(7) Some butchers are surgeons.

The former presumably has negative connotations, and the
latter, positive. Later the issue of reversibility returns with
emphasis on the fact that the constraint is not simply on the
linear presentation of topic and vehicle (see (48)).
However, (8) is also felicitous if it is taken to mean that
a specific kind of mammal is the kind “whale”, and if it
is taken to mean that a particular individual mammal is of
the whale sort, or maybe least likely if a particular specific
indefinite is both a mammal and a whale.

(8) A mammal is a whale.

Duality of reference is not unique to metaphorical expres-
sions. Or, perhaps, generics are metaphors.
The point of the example (4) is to show that there are needs
for asserting and retracting information about entities and
relationships that hold among entities in the world, inde-
pendently of whether the utterance accepted as effecting
the change fits criteria for some figure of speech or other. A
mechanism for assertion and retraction is a necessary part
of information processing.

2.2. A formal model of first-order belief revision
Lemon (1998) provided a framework for modelling first-
order belief revision of incomplete theories. A theory
is understood in this framework as a set of agent beliefs
about the world and the individuals and first-order relations
within it. An agent can obtain new beliefs or retract old
ones. Beliefs may be about the truth of propositions or of
properties holding of named individuals. A common sim-
plifying assumption is made that every individual in the do-
main has a name (Gamut, 1991). Additional beliefs may in-
clude quantificational statements, and in fact may be about
any well formed sentence in a standard first order language.
Beliefs, quantificational or not, may be added or subtracted.
Rationality postulates are provided to ensure a consistent
belief state under deductive closure.

3It is felicitous for someone to say, “He is not like himself
today.”
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In the semantics, theory growth is modelled by
way of model elimination (information update,
written “s [[φ]] ” for state s and formula φ), and
theory contraction (T −̇φ) is modelled by “down-
dates” (denoted “s ]]φ[[ ”) which involve ratio-
nal model construction. Revision (T +̇φ), a
consistency-preserving update, is a combination
of these operations, denoted s ][φ][ in the seman-
tics (Lemon, 1998, pg. 86).

In retracting a belief from a theory, in general there will not
be a unique subtheory of T that fails to entail the retracted
formula (e.g. φ). Lemon refers to maximal subtheories of
T with that status as, T ⊥ φ, and defines a choice func-
tion α to pick out members of that set, and an intersection
over all possible choices yields a total retraction of the for-
mula φ from the theory T . To retract a universally quan-
tified formula involves total retraction of a single formula
in which the quantifier is removed and free instances of the
erstwhile bound variable are substituted with a constant, the
name of the individual which causes the universal to be re-
tracted. Total retraction of an existentially quantified for-
mula similarly requires retraction of all formulas obtained
by substitution of each constant for now free instances of
the formerly bound variable. This method works because of
the substitutional approach taken to quantification. Names
are taken as rigid designators and the naming of individuals
in the domain is only ever monotonically increasing—it is
not possible to un-name an individual, although individuals
may have more than one name.

2.3. First-order belief revision adapted to sense
extension

Assume a first order language, let the language have a de-
numerable set of constants, C, a supply of variables V ,
predicate names R, indications of sense M , and the usual
logical connectives. An indication of sense may be pro-
vided periphrastically and/or deixis accompanying an utter-
ance; sense indications may supply information about ref-
erence.

(9) If c is a constant and m is an indication of sense, then
cm is a constant.

(10) If P is an n-ary predicate name, n ≥ 0, and m is an
indication of sense then Pm is a predicate name.

(11) The usual combination rules with respect to forming
predications of n-tuples, complex formulae and sen-
tences apply

As constructed, a predication (including those applied to
zero arguments), may be accompanied by an indication of
the sense in which it is to be interpreted, and the same for
constants.
In general, dynamic semantics supposes that there is an in-
put to interpretation and that the output of interpretation can
be a truth value, but also a change in the model of the world
that is input to interpretation of subsequent utterances. In
classical logic, one thinks of a meaning function defined
for arbitrary sentences relativized to a model which con-
sists of a domain and interpretation function. Assuming

a fixed domain, with dynamic interpretation, relativization
is to the input and output interpretation function. Thus, a
basic meaning function is going to be annotated with the
input and output interpretation functions (as well as assign-
ment functions for free variables), accordingly. In the case
of static interpretation, the inputs and outputs are identical.
In the case of dynamic interpretation, there can be an ex-
panded or contracted interpretation function.
In extensional treatments of semantics, the interpretation of
a predicate is the set of tuples each of which the predicate is
true of; the interpretation of a constant is some element of
the domain. Suppose the simple world of integeters given
by the domain D in (12).

(12) D = {1, 2, 3}

(13) C = {i, ii, iii}

(14) R = {even, odd, lucky, < }

A standard interpretation of the Roman numeral system
might interpret the constants in (13) as (15) in functional
notation, or equivalently as the set of tuples that constitute
that function as in (16). The proper subset symbol (the
symbol ⊂ is used rather than ⊆) makes clear that this is
a proper subset of the interpretation function I: the predi-
cates in (14) require interpretation as well, and thus supply
another subset of I .

(15) I(i) = 1

I(ii) = 2

I(iii) = 3

(16) {〈i, 1〉, 〈ii, 2〉, 〈iii, 3〉} ⊂ I

Similarly, the meanings of relations are spelled out in terms
of the entities that stand in the relations. It is equivalent
to provide them as functions or as the appropriate sets of
tuples as in (17)–(20).

(17) I(even) = {2}

{〈even, 2〉} ⊂ I

(18) I(odd) = {1, 3}

{〈odd, 1〉, 〈odd, 3〉} ⊂ I

(19) I(lucky) = {2}

{〈lucky, 2〉} ⊂ I

(20) I(<) = {〈1, 2〉, 〈1, 3〉, 〈2, 3〉}

{〈<, 1, 2〉, 〈<, 1, 3〉, 〈<, 1, 4〉, 〈<, 2, 3〉} ⊂ I

There are no other tuples in I for any language, at the out-
set, besides those spelled out for the basic terms and pred-
icates. Updating or downdating with the language means
adding tuples to or subtracting tuples from the interpreta-
tion function for the language.
Additional parameters are needed for interpretation to ac-
commodate multiple senses. So, consider the one place
predicate, “lucky”. One sense of this expression is in terms
of chance—at some moment in time 2 might be a fortuitous
outcome for some event, like a draw of a card from a deck.
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Another sense is in terms of omens—seeing three seagulls
on the bow might have some relevant meaning to seafarers.
Thus, the meaning of “lucky” (19) might be relativized to
the appropriate sense as in (21) or (22).
(21) {〈lucky, chance, 2〉} ⊂ I

(22) {〈lucky, omen, 3〉} ⊂ I

For the purposes of this paper, novel uses of expressions
involve the creation of new senses for predicates. Sense ex-
tension involves the accumulation of new tuples in the in-
terpretation for a predicate relative to a given sense. Belief
revision in general, through dynamic interpretation, is mod-
elled by allowing that tuples may be added or subtracted,
and the logical closure computed.
In what follows, the meaning function ([[.]]) is spelled out.
The construction stipulates what arbitrary sentences of the
language should mean, relativized to a model, which in-
cludes the domain and interpretation function for expres-
sions of the language. Because the system should ulti-
mately be dynamic in that the interpretation function is al-
tered as expressions are analyzed, the function is annotated
with the input interpretation on the left, and output inter-
pretation on the right (I [[π]]O). Because the system is a first
order one, assignment functions are provided for the inter-
pretation of variables. These function like contexts that pro-
vide the reference of pronouns. Two additional aspects of
context also anchor the interpretation—the default sense of
an expression and the default ‘world’ in which interpreta-
tion is happening.4

2.3.1. Sense-relative static interpretation
Interpretation is relative to models consisting of a domain
of entities and an interpretation function I for basic expres-
sions in the language, which is presented in terms of the
tuples comprising it. An important parameter of interpreta-
tion function is the index at which a basic expression is to
be interpreted.
Let W be a collection of possible senses. Sense selection
functions s map sense indicators to indices. That is, basic
expressions must be interpreted within a model relative to
the sense of the expression at stake, either signalled or fixed
by default. Assignment functions g map variables to ele-
ments of the domain; this is the alternative to interpretation
of variables via substitution of constants (Gamut, 1991).
Constrain the basic interpretation function, I , as follows in
(23)–(32).

(23) ∀c ∈ C,w ∈ W, ∃
!

d∈ D : 〈c, w, d〉 ∈ I .

(24) ∀Pn ∈ R, n ≥ 0, ∀τ ∈ Dn, 〈P,w〉 ⊕ τ ∈ I iff P is
true of the tuple τ at index w.

The constraint in (23) indicates that for every constant and
every sense, there is a unique element of the domain that
the constant can denote in the provided sense; (24) provides
the list of tuples of entities in the domain that constitute a
relation as a particular sense of a predicate name. A term
t is either a constant or a variable. The symbol ⊕ denotes
sequence concatenation.

4An article in The Economist may use without penalty “bank”
in an article reviewing property values on one side of the Seine.

(25) The meaning of a constant, relative to an in-
put and output interpretation function and to
I [[cm]]I,〈s, g, w〉 = I(c, s(m)), iff s(m) is defined,
otherwise, I [[c]]I,〈s, g, w〉 = I(c, w).5

(26) I [[x]]I,〈s, g, w〉 = g(x)

(27) I [[〈t1, ..., tn〉]]I,〈s, g, w〉 =

〈I [[t1]]I,〈s, g, w〉, ...,I [[tn]]I,〈s, g, w〉〉

(28) A predication is true if the denotation of its arguments,
as a tuple, is in the interpretation of the predicate at
the relativized sense. If the tuple is 0-ary, then it is a
proposition which is true in the relevant sense if and
only if the predicate name and sense pair exist in the
general interpretation function (and the proposition is
otherwise false.
I [[Pn(σ)]]I,〈s, g, w〉 = 1 iff n ≥ 0, | σ |= n and
〈P,w〉 ⊕ I [[σ]]I,〈s, g, w〉 ∈ I

(29) I [[¬P ]]I,〈s, g, w〉 = 1 iff I [[P ]]I,〈s, g, w〉 = ∅

(30) I [[P ∧Q]]I,〈s, g, w〉 = 1 iff I [[P ]]I,〈s, g, w〉 = 1 and
I [[Q]]I,〈s, g, w〉 = 1

(31) I [[∀xφ]]I,〈s, g, w〉 = 1 iff I [[φ]]I,〈s, g[x/d], w〉 = 1
for each element d of the domain, where g[x/d] is an
assignment function just like g apart from the assign-
ment to x, which is instead d.

(32) Existential quantification is interpreted in predictably
different metalanguage from (31).

These clauses are static in that the output interpretation is
always identical to the input interpretation.

2.3.2. Sense-relative assertion
This section refines the definitions for assertion provided
by Vogel (2001). In that proposal, static interpretation was
reserved for senses classified as literal and dynamic inter-
pretation for senses classified as non-literal. What is correct
about this distinction is that the difference between a literal
sense and a non-literal sense is convention in classifying it
as such. Here, a partial ordering in that dimension is as-
sumed (this emerges more below, particularly in how this
relates to genericity). Evidently, people are able to perceive
degrees of metaphoricity (Ortony, 1979). I argue that Vo-
gel (2001) was incorrect in leaving open the suggestion that
only non-literal expressions are open to belief revision; the
independent need for sense extension and contraction was
motivated in §2.1. Assume that δ is an act of deixis or ref-
erence designation that may be used to pick out individuals
or tuples of individuals. Again, let t be a term, a constant or
a variable. In some cases, assertional interpretation is not
defined as such, but reduces to static interpretation.

(33) Given an input interpretation function, assertional in-
terpretation of a constant with a particular designation

5This “otherwise” reference to a default sense is to be assumed
consistently throughout the remainder.
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of sense may point to an individual referred to with
accompanying deixis; the constant refers, and the in-
terpretation function is augmented with an additional
tuple, appropriately.

I [[cm]]
I∪{〈c, s(m), δ(c)〉},〈s, g, w〉
+ = δ(c), iff δ(c) is

defined .

(34) If no designation of sense if supplied, then assertional
interpretation of a constant is relative to a default
sense,6 if an individual is also designated, and other-
wise assertional interpretation of a constant reduces to
static interpretation.

I [[c]]
I∪{〈c, w, δ(c)〉},〈s, g, w〉
+ = δ(c), iff δ(c) is de-

fined .

(35) I [[〈t1, ..., tn〉]]
O,〈s, g, w〉
+ =

〈I [[t1]]
O1,〈s, g, w〉
+ , ...,O

n−1

[[tn]]
O,〈s, g, w〉
+ 〉

(36) Note that the assertional interpretation of a predication
(or proposition) always succeeds relative to either a
designated or default sense. It has the effect of adding
a tuple (possibly empty for a proposition) to the char-
acteristic function for the n-ary predicate for the rel-
evant sense. The interpretation of constants used as
arguments may be extended to new senses denoting
new individuals along the way, via (35)

I [[Pn
m(σ)]]

I∪

{
〈P, s(m)〉⊕I [[σ]]O,〈s, g, w〉

+

}
∪O,〈s, g, w〉

+

= 1

By construction, the assertional interpretation of (36), if
repeated for sufficient designations of elements of the do-
main, can come to make the static interpretation of the uni-
versal quantifier provided in (31) work out to be true, and it
can make existential generalizations true in a single appli-
cation for the relevant sense. While in §2.3.1., static inter-
pretation clauses for implication and disjunction are omit-
ted because they can be defined from negation and implica-
tion, omission of clauses here should imply that interpreta-
tion is static. That is, there is no direct clause for extending
the sense of a predicate under the scope of a quantifier, but
doing so with individual constant terms will have the effect
of making static interpretation relative to the selected sense
work out to be true. On the other hand, senses of predi-
cate names and constants cannot, by this construction, be
augmented under the scope of negation. However, because
extension of a predicate at an index for a sense provides
grounds for static interpretation of an existential general-
ization to be true, it equally supplies grounds for a formerly
true negated existential generalization to be false. Even just
addition of truths inside the model yields nomonotonicity in
support of sentences in the language.

6In general, if a sense is not designated then interpretation re-
verts to being relative to the default; the same holds for (36), for
example.

2.3.3. Sense-relative retraction
Like Lemon (1998), I will assume that names of individuals
cannot be retracted. Thus, names and tuples of names will
be interpreted as what they mean according to a static des-
ignated sense. The output of retracting information about
a particular tuple of individuals from the denotation of a
predicate for some sense of the predicate is an interpreta-
tion function which is smaller (if that tuple was in I for the
predicate at that sense in the first place), and the formula
will evaluate to be false. Subsequent static interpretation
of the negated formula, picking out exactly that same tuple,
will evaluate as true because the non-negated form is now
false.

(37) I [[Pn
m(σ)]]

I−

{
〈P, s(m)〉⊕I [[σ]]I,〈s, g, w〉

}
,〈s, g, w〉

−̇
=

0

Universally quantified formulae (possibly complex) may be
retracted by deleting a tuple from the interpretation func-
tion that creates an exception. Existentially quantified for-
mulae may be retracted by deleting all tuples that support
the existential generalization. The only generalization over
Lemon’s work provided in this section is that retraction of
information is relativized to the sense of the predicate at
stake. It uses an extensional unpacking of intensions.

2.4. Initial reflections on metaphoricity
The discussion which precedes has not provided the logic
which fits the constraints on updating and downdating mod-
els as specified. Ensuring the correspondence between al-
terations to models and closure of the set of sentences true
in those models is a separate exercise. However, it can be
seen from what is discussed what sentences will gain or
lose support and that the entire system is non-monotonic,
because the underlying models are non-monotonic: rela-
tions can expand and contract. The location of dynamic se-
mantics for the language is in the non-logical expressions—
proposition and predicate names as well as names of indi-
viduals (all relative to senses of them). It is possible to
imagine varying the interpretation of the logical constants
(∧,¬, etc.) so that they do not behave in classical ways
(Kuhn, 1981); however, that is not of focus here. The lan-
guage is set up such that in NPs, head noun restrictor sets; in
VPs, verbal heads; in APs, adjectives and adverbs; in PPs,
prepositions may expand and contract the sets that they are
true of as individuals or tuples of individuals corresponding
to relations.
It is assumed that these sets are the input to generalized
quantifier constructions (Barwise and Cooper, 1981) to, for
example, construct an NP as a set of sets which “lives on”
its head noun set, and such that a sentence involving an NP
and an intransitive VP or copula-linked predication is true
just if the set given by the predicate is an element of the
set of sets provided by the NP. If metaphorical statements
are taken to be class inclusion statements, this analysis in
terms of generalized quantifiers will demand modification
to achieve the same effect. In fact, the inclusion statement
is that the “lives on” property holds: whether the character-
istic set χ corresponding to any predicate is an element of
the quantifier depends only on the intersection of the head
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noun set (N ) from the quantifier with χ. For any χ that is
in the GQ denotation supersets or subsets will either have
to also be elements of the GQ donation as well (or must
not be) depending on the determiner that combines with the
head noun set to form the GQ. Thus, the “lives on” prop-
erty takes care of class inclusion, but also exclusions where
necessary. The reason to accept generalized quantifier the-
ory is its robust account of evidently syntactic puzzles (e.g.
the “definiteness effect” in partitive constructions), seman-
tic puzzles (e.g. licensing of negative polarity items by
downwards monotone determiners), as well as predicting
processing facts about natural language determiners (e.g.
monotonic increasing determiners (e.g. “some” and “all”)
are easier to evaluate than monotone decreasing determin-
ers (e.g. “no” and “few”), which are in turn easier than non-
monotonic determiners (e.g. “exactly three”)) that are sup-
ported by empirical evidence (Moxey and Sanford, 1993).
Ample reason to move to a generalize quantifier account are
provided by Barwise and Cooper (1981); primary is that
first-order logic does not have the expressive capacity to
represent the meaning of “counting” as is required by rel-
atively mundane natural language determiners like “most”
or “many”.7 Finally, in presenting the invariants associated
with generalized quantifiers, Barwise and Cooper (1981)
assumed a fixed-model constraint to address the variance
in determiner meaning that depends on contextual factors
like expectations. For example, a different number of peo-
ple, even a different proportion of a relevant head noun set
being quantified over, might count as “many” depending
on the expectations. The fact, that the cardinality or ratio
involved in “many” is to be interpreted with varying mod-
els in generalized quantifier theory is a background support
for the kind of variation in interpretation depending on sig-
nalled sense to account for aspects of metaphoricity in this
paper. Consider the highlighted portion of (38).8

(38) There was never a solicitation for money at these
events, but of course, the President hoped that people
in this category of friends and prior supporters would
give money afterwards. And, in fact, many did, and
many did not.

It is clear that metaphoricity is handled here by classifi-
cation of senses of predicates as metaphorical or not, and
degrees of metaphoricity can be represented. It remains
to discuss more about the nature of the distinct senses of
predicates and what makes them stand in special relation-
ships to their base forms. The basic idea is that by address-
ing predicates and their related senses, one has access to
a larger characteristic function for the set than is relevant

7Note that Glucksberg (2001, pg. 22) recalls experiments from
1982 and 1989 which revealed significant differences in responses
to metaphorical statements with quantified subjects depending on
the determiner of quantification (“some” vs. “all”); one might
anticipate that a wide range of variability is indexed by exactly
the monotonicity properties of the determiner.

8Attributed to Lanny Davis, special White House coun-
sel, February 25, 1997. OnLine Focus interview with Eliz-
abeth Farnsworth (http://www.pbs.org/newshour/bb/
white_house/february97/davis_2-25.html — last
verified March 5, 2008.

to any literal sense of the predicate. Each possible sense
is the characteristic function corresponding to an abstrac-
tion over salient properties associated with the character-
istic function for the predicate. There can be any num-
ber of such abstractions, and one does not expect each of
them to have a unique name (Glucksberg, 2001). Each
additional sense of a predicate has its own characteristic
function, and as has been seen, the set determined by each
such function can be expanded or contracted using the dy-
namic interpretation mechanisms specified above. Equiv-
alence classes of senses of a predicate form the space of
polysemy for a predicate (as distinguished from its having
unrelated homonymic senses), and all of the tuples in the
entire equivalence class form a larger set than those in the
basic literal sense.

3. Metaphoricity and Genericity
As constructed, predicates cannot be extended to cover new
tuples under the scope of negation, but negations can be
made true by retracting tuples from the characteristic func-
tions of particular senses of predicate names. It is tempting
to say that novel use of metaphor involves the generation
and population of new senses of predicates; conventional-
ized metaphor is about the re-use of old senses, and dead
metaphor does not even involve extending the predicate to
a fresh set of tuples. However, a key point here is that in-
formation assertion and retraction about individuals and tu-
ples of individuals is independent of metaphoricity being
involved. It happens with literal information also.
If senses associated with predicates are individuated, then it
is possible to consider subsets of the interpretation function
as bundling predicates together by senses that are shared.
For example, there is a financial institution sense of “bank”
that is in common with a particular sense of “bond”. The
two words do not mean the same thing: even relative to that
shared sense the words participate in different networks of
implications and are true of different tuples. It is possible
to partially order names of relations paired with their senses
in a cline of metaphoricity. The different senses of predi-
cates will ultimately be true of different sets of tuples. In
discussing abstractions that yield senses of predicates and
constant names related to metaphoricity, one obtains sets
that have more entities in them in their totality than the lit-
eral sense that one started with.
Genericity provides an alternative sense to predicates that
has nearly identical properties to metaphorical sentences,
but on the analysis provide here, they are explained by ap-
peal to construction of related contracted senses of predi-
cates. Like metaphors, generics can be predications over
nominals (39)-(41) or can involve the verbs directly as well
(42). Generics certainly cannot be understood as univer-
sally quantified statements, as their nature is to have excep-
tions. Thus, if generics are taken to be category inclusion
statements, they turn out to be false in their literal sense.
However, generics cannot be truthfully understood as as-
serting even that most of the entities in the subject NPs head
noun set have the predicated property, because (39)-(41)
would remain true if there tend to be more male platypuses
than female ones, or even if most platypuses die before
reaching the age of being able to reproduce. Similarly, (42)
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might be uttered to mean that the only time Leslie smokes,
it’s after dinner, or among the times that Leslie smokes, af-
ter dinner times are included. The safest “strong” reading of
a generic in first-order languages is that the sentences make
an existential claim that, for example, there is at least one
platypus that has produced an egg. However, the existential
readings are a challenge for sentences like (43) in which
there is no real entity in the domain that satisfies the exis-
tential generalization, but perhaps appeal to fictional enti-
ties could provide some sort of straw to grasp to make it
work.

(39) The platypus is an egg laying mammal.

(40) A platypus is an egg laying mammal.

(41) Platypuses are egg laying mammals.

(42) Leslie smokes after dinner.

(43) Unicorns are white.

(44) An egg laying mammal is the platypus.

The truth conditions of generics are thus as troubled as
those of metaphors. Note further that reversing the predica-
tions is possible, but changes the meaning slightly, admit-
ting a Gricean implicature in (44) that there are other egg
laying mammals as well. This reversibility issue is com-
parable to the situation referred to above (6) and (7) with
metaphors.
It is common to understand generics as involving a re-
stricted domain of quantification over salient individuals.
This is rather the converse of what happens with metaphor
understanding. Thus, the proposal to unify the treatment
of metaphoricity and genericity in this dynamic framework
is to allow for alternative senses of literal predicates which
are reduced by individuals or tuples9 that challenge the lit-
eral truth of universal quantification over the full domain.
Metaphors are class inclusion statements that involve ex-
panding hitherto un-named categories, and generics are
class inclusion statements that involve shrinking categories
with prior names. Among the alternative senses for predi-
cates are those which stand systematically in this way via
relevant restriction over the characteristic set of the predi-
cate at some sense.

4. The framework in light of Glucksberg
One aspect of the system that merits discussion is its main
area of divergence from the work of Glucksberg and col-
leagues. This is with respect to the question of asymme-
try of metaphor, which I argued above extends somewhat
to genericity. The divergence is in that the system doesn’t
place great emphasis on the asymmetry beyond the order
of arguments in a tuple, which is in each case an ordered
sequence. The system, through multiplicity of senses for
predicates and terms, admits duality of reference, but it is
not prejudiced to require that the dual argument must be
in a non-subject position. Interestingly, Glucksberg (2001)
comments in a number of places less on the asymmetry of
subject and object, as with respect to new and given. This

9Individuals are singleton tuples, anyway.

is also called the topic-comment distinction, and it often in
English coincides with the grammatical subject, but it is not
analytically identical (Keenan, 1975).

(45) Einstein [my brother points at a clever companion] can
work out how the remote control works.

(46) It is sharks that lawyers are.

(47) Sharks, Lawyers are.

First of all, (45) shows that the Demjanjuk examples of
Glucksberg (2001, pg. 40) involving abstract categories can
occur in subject position. The cleft (46) and topicalization
(47) are both constructions that move canonical objects into
a topic position for information packaging purposes, and in
these cases it turns out to be the abstract category that form
topic, and the finite sentence with an object gap that forms
a predication for the comment. Perhaps one would want
to argue that the subject remains given in these and related
constructions, but it is clear that it is not the linear order of
presentation that matters as much as the information pack-
aging into topic and comment.
However, a more robust class of examples of non-literal
expressions best understood as class inclusion statements,
but with the class in the initial position, has an exemplar
in (48).10 This construction relates directly to predication
metaphor (49). A counterpart construction for simile is per-
haps anomalous (51).

(48) “Anyone who has lived in the ethnic shouting match
that is New York City knows exactly what I mean”

(49) New York City is an ethnic shouting match.

(50) Anyone who has lived in the New York City that is an
ethnic shouting match knows exactly what I mean.

(51) the jail that is like Sandy’s job

In (48) both terms of the predication can be understood via
literal referent or as concepts, but there is evidently a prefer-
ence for “the ethnic shouting match” to be understood as a
name for category which is asserted to have the literal New
York City within it. The relevant nonliteral constituent of
(48) can be equally understood via (49). An adapted for-
mulation is provided in (50) to show that reversibility does
obtain and “New York City” does not appear to be forced
into a sub-kind level expression, although it has to be at
least a category here for the definite reference to work. The
point is that there is more to explore about the asymmetry
facts associated with metaphor. They appear to be not sim-
ply about the order of presentation of topic and vehicle and
their reversibility. The facts seem to depend upon the con-
struction which is used to package the relevant information.
In the system provided in this paper, (35) gives the dy-
namic interpretation of terms in a tuple, interpretation of
the output of the first as the input to the second, and so
on. The tuples are ordered by the argument structure of
the predicate, rather than the information packaging of the
construction it appears in. There may well be empirical

10Attributed to Andrew Sullivan by Roberts (2007).
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consequences that depend on alternative information pack-
aging associated with argument terms, but it is not clear
that they have much significance. That is, while a ten-
dency to restrict reversibility of arguments and correlation
with topic-comment structures may be useful diagnostics of
metaphoricity, the dual reference theory seems to be able
to stand up independently in cases where the data seems
slightly at odds with the asymmetry claims.

5. Final Remarks
This paper has argued that metaphoricity and genericity are
best handled within the same semantic framework, one that
admits information update, names of individuals and predi-
cations paired with senses. The formal machinery has been
sketched in an extensional unpacking of the main ideas.
Pairs of predicate names and senses can be partially or-
dered to achieve a continuum of metaphoricity. Glucks-
berg (2001) has argued that metaphors are best analyzed as
class inclusion statements involving dual reference. Gener-
ics and habituals certainly look like class inclusion state-
ments and show many of the same properties of non-literal
interpretation that metaphors do. It has been shown exactly
how metaphors relate to each other within a non-monotonic
system for information change.
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Abstract
This paper addresses the problem of supervised sentiment detection using classifiers which are derived from word features. We argue that,
while the literature has suggested the use of lexical features is inappropriate for sentiment detection, a careful and thorough evaluation
reveals a less clear–cut state of affairs. We present results from five classifiers using word based–features on three tasks, and show that the
variation between classifiers can often be as great as has been reported between different feature sets with a fixed classifier. We are thus
led to conclude that classifier choice plays at least as important a role as feature choice, and that in many cases word–based classifiers
perform well on the sentiment detection task.

1. Introduction
Sentiment detection as we approach it in this paper is the
task of ascribing one of a pre– and (well–) defined set
of non–overlapping sentiment labels to a document. Ap-
proached in this way, the problem has received some con-
siderable attention in recent computational linguistics liter-
ature, and early references are (Pang et al., 2002; Turney
and Littman, 2003).
Whilst it is by no means obligatory, posed in such a way
the problem can easily be approached as one of classifica-
tion. The precise nature of the classification problem de-
pends upon its particulars – if training data for the sen-
timents of interest are available, it can be approached as
a supervised problem (which is relatively well defined); if
they are not, it is unsupervised. The unsupervised scenario
poses something of a problem since sentiment is unlikely to
be the sole characteristic of a text and in many ways will be
secondary to more obvious dimensions (such as topic and
author) which one would expect to be more readily captured
by any unsupervised partitioning of the texts. For this rea-
son, for the purposes of this paper we restrict our attentions
to the former problem.
Within the scope of the supervised classification problem,
to use standard machine learning techniques one must make
a decision about the features one wishes to use – that is,
one must decide how the texts are to be reduced to numeric
values. Typically a single text is represented as a vector,
and it is common to refer to each of the elements of the
vector individually, and the process or aspect of the text to
which it relates, as a feature.
Several authors have remarked that for sentiment classifi-
cation, lexically–based features (that is, features which de-
scribe the frequency of use of some word or combination
of words, or some transform thereof) are generally unsuit-
able for the purposes of sentiment classification. For ex-
ample, (Efron, 2004) bemoans the “initially dismal word–
based performance”, and (Mullen and Malouf, 2006) con-
clude their work by saying that “traditional word–based text
classification methods (are) inadequate” for the variant of
sentiment detection they approach.
This paper revisits the problem of supervised sentiment de-
tection, and whether lexically–based features are adequate

for the task in hand. We conclude that, far from provid-
ing overwhelming evidence supporting the previous posi-
tion, an extensive and careful evaluation leads to gener-
ally good performance on a range of tasks. However, it
emerges that the choice of method plays at least as large
a role in the eventual performance as is often claimed for
differing representations and feature sets. We suggest that
there can be no general conclusion about the performance
of word–based features, and the performance of a feature
set depends heavily upon the method with which it is used.
We cannot therefore help but conclude that in certain con-
ditions, lexically–based classifiers show themselves to be
well–suited to the sentiment detection task, and further-
more can be deployed without the need for empirical cali-
bration to the particular task in hand.
The rest of this paper is organised as follows: §2. describes
our evaluation in detail; §3. describes the classifiers we use
for these experiments; §4. presents results and informally
describes trends, which are supported by a more formal
analysis in §5.. Finally, §6. ends with some brief conclud-
ing remarks.

2. Experimental Setup
The evaluation presented in this work is on the basis of
three tasks: the first two are the movie review collection
first presented in (Pang et al., 2002) which has received
a great deal of attention in the literature since, and the
collection of political speeches presented in (Thomas et
al., 2006). Since both of these data sets are binary (i.e.
two-way) classification problems, we also consider third
problem, using a new corpus which continues the political
theme but includes five classes. Each of them is described
separately below.
The movie review task is to determine the sentiment of the
author of a review towards the film he is reviewing – a re-
view is either positive or negative. We use version 2.0 of
the movie review data.1
The task for the political speech data is to determine
whether an utterance is in support of a motion, or in op-
position to it, and the source of the data is automatically

1http://www.cs.cornell.edu/people/pabo/movie-review-data/
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transcribed political debates. For this work, we use version
1.1 of the political data.2
The new collection consists of text taken from the election
manifestos of five UK political parties for the last three gen-
eral elections (that is, for the elections in 1997, 2001 and
2005). The parties used were: Labour, Conservative, Lib-
eral Democrat, the British National Party and Sinn Féin.
As such, the data represent a broad spectrum of political
opinion, from moderate conservative and liberal parties, as
well as the extreme right–wing British National Party, and
Sinn Féin, which is reported to have been linked to the
IRA. The corpus is approximately 250,000 words in total,
and we divide the manifestos into “documents” by selecting
non–overlapping twenty–sentence sections. This results in
a corpus of approximately 650 documents, each of which is
roughly 300—400 words in length.
The following is an example of the BNP’s manifesto, and
illustrates their extreme policies (albeit cloaked in relatively
innocuous language):

To ensure that the British people retain their
homeland and identity, we call for an immedi-
ate halt to all further non-white immigration, the
immediate deportation of criminal and illegal im-
migrants, and the introduction of a system of vol-
untary resettlement whereby those non-white im-
migrants who are legally here will be encouraged,
but not compelled, to return to their lands of eth-
nic origin. The BNP will ensure the proper finan-
cial and material provisions are available for this,
with the aim of halting and reversing the trend to-
wards a non-white Britain, and ensuring that the
British people have a homeland and retain their
unique identity.

In contrast, Sinn Féin’s politics are clear from sections of
their manifesto:

The primary political objectives of Sinn
Féin are Irish unity, political independence,
sovereignty and national reconciliation. We are
working to achieve this in our lifetime.

Sinn Féin has consistently urged an island-
wide approach in key policy areas. We have given
practical expression to this through the work of
our ministers in the Executive, the all-Ireland
Ministerial Council, in Leinster House, the As-
sembly and the European Parliament.

We also wished to test the impact of the amount of train-
ing data; various studies have shown this to be an impor-
tant consideration when evaluating classification methods.
Of particular relevance to our work and results is that of
(Banko and Brill, 2001), who show that the relative per-
formances of different methods changes as the amount of
training data increases. Thus we vary the percentage of
documents used as training between 10% and 90% at 10%
increments. For a fixed percentage level, we select that

2http://www.cs.cornell.edu/home/llee/data/convote.html

percentage of documents from each class (thus maintain-
ing class distribution) randomly as training, and use all re-
maining as testing. We repeat this procedure five times for
each percentage level. All results are in terms of the sim-
plest performance measure, and that most frequently used
for non–overlapping classification problems, accuracy.
Otherwise, all “words” are identified as contiguous alpha–
numeric strings. We use no stemming, no stoplisting, no
feature selection and no minimum–frequency cutoff.
We were also interested to observe the effects of restricting
the vocabulary of texts to contain only words with some
emotional significance, since this in some ways seems a
natural strategy, ignoring words with specific topical and
authorial associations. We thus perform experiments on the
movie review collection, but using only words which are
marked as Positive or Negative in the General Inquirer Dic-
tionary (Stone et al., 1966).

3. Methods
This section describes the methods we evaluate in detail.
To test the applicability of both word–presence features
and word–count features, we include standard probabilis-
tic methods designed specifically for these representations.
We also include a more advanced probabilistic method with
two possibilities for parameter estimation, and finally we
test an SVM classifier, which is something of a standard in
the literature.

3.1. Probabilistic Methods
In this section, we briefly describe the use of a model of
language as applied to the problem of document classifica-
tion, and also how we estimate all relevant parameters for
the work which follows.
We consider cases where documents are represented as vec-
tors of count–valued (possibly only zero or one, in the
case of binary features) random variables such that d =
{d1...dv}. As with most other work, we will further assume
that the words are in a document are exchangeable and
hence can be represented simply by the number of times
each word occurs.
In classification, interest centres on the posterior distribu-
tion of the class variable, given a document. Where docu-
ments are to be assigned to one class only (as in the case
of this paper), this class is judged to be the most probable
class.
Classifiers such as those considered here model the pos-
terior distribution of interest from the joint distribution of
class and document. This means incorporating a sampling
model, which encodes assumptions about how documents
are sampled. Thus letting c̃ be a random variable represent-
ing class and d̃ be a random variable representing a docu-
ment, the estimate is:

Pr(c|d) ∝ Pr(c) · Pr(d|c) (1)

Which can be normalised by including the factor 1

Pr(d)
.

However, since this factor does not depend on the class,
it can be ignored if the goal is to find the most probable
c. For the purposes of this work we also assume a uniform
prior on c, meaning the ultimate decision is on the basis of
the document alone.
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For each of the probabilistic methods, we describe the rel-
evant distributions and how parameters are estimated for a
fixed class. We estimate a single model of the types shown
below for each possible class, and combine estimates to
make a decision as above, and as such we will drop sub-
scripts referring to a particular class for clarity in nota-
tion. Similarly, where training documents and/or counts are
mentioned, these relate only to the class in question.

Binary Independence Sampling Model
For a vocabulary with v distinct types, the simplest repre-
sentation of a document is as a vector of length v, where
each element of the vector corresponds to a particular word
and may take on either of two values: 1, indicating that the
word appears in the document, and 0, indicating that it does
not. Such a scheme a long heritage in information retrieval:
see e.g. (Lewis, 1998) for a survey, and (Robertson and
Jones, 1988; McCallum and Nigam, 1998) for applications
in information retrieval and classification respectively. This
model depends upon parameter θ, which is a vector also of
length v, representing the probabilities that each of the v
words is used in a document.
Given these parameters (and further assuming indepen-
dence between components of d), the term p(d|c) is simply
the product of the probabilities of each of the random vari-
ables taking on the value that they do. Thus the probability
that the j-th component of d̃, d̃j is one is simply θj (the
probability that it is zero is just 1 − θj) and the probability
of the whole vector is:

pbin−indep(d|θ) =
∏
j

pbi(dj |θi) (2)

where:

pbi(dj |θj) =

{
θj if dj = 1

1− θj otherwise
(3)

In a slight departure from previous work, we assume each
of the θj is the parameter to a binomial distribution. Then
(taking the Bayesian approach to estimation) given a set of
k training documentsD with values of dj Dj = (d1j ...dkj)
and assuming a prior uniform on [0, 1], θj has posterior dis-
tribution which is Beta(1 +

∑
i dij , 1 + k −

∑
dij). The

expected value of the posterior (and thus the estimate for
θj) is then:

θ̂j =
1 +
∑

i dij

2 + k
(4)

Which is equivalent to a maximum likelihood estimate if
one supplements the actual training documents with two
pseudo-documents, one in which every word occurs and
one in which none of the words occur (simple maximum
likelihood estimates alone do not suffice, since there is the
possibility that θ̂j = 0 or 1, which would collapse the
whole calculation if word j were to occur or not occur, re-
spectively).

Multinomial Sampling Model
A natural way to model the distribution of word counts
(rather than the presence or absence of words) is to

let p(d|c) be distributed multinomially, as proposed in
(Guthrie et al., 1994; McCallum and Nigam, 1998)
amongst others. The multinomial model assumes that doc-
uments are the result of repeated trials, where on each trial a
word is selected at random, and the probability of selecting
the j-th word is θj .
Using multinomial sampling, the term p(d|c) has distribu-
tion:

pmultinomial(d|θ) =

(∑
j dj

)
!∏

j (dj !)

∏
j

θ
dj
j (5)

A simple Bayes estimator for θ can be obtained by tak-
ing the prior for θ as a Dirichlet distribution, in which
case the unnormalised posterior is also Dirichlet. De-
note the total training data for the class in question as
D = {(d11...d1v) ... (dk1...dkv)} (again, there are k train-
ing documents each of which has words counts for each of
v words). If p(θ) ∼ Dirichlet(α1...αv), then the mean of
p(θ|D) for the j-th component of θ (which is the estimate
we use) is:

θ̂j = E[θj |D] =
αj + nj∑
j αj + n•

(6)

where the nj are the sufficient statistics
∑

i dij , and n• is∑
j nj . We follow common practice and use a standard

reference Dirichlet prior, such that αj = 1 for all j.

3.1.1. Hierarchical Sampling Models
In contrast to the model above, a hierarchical sampling
model assumes that θ̃ varies between documents, and has
distribution which depends upon parameters η. This allows
for a more realistic model, assuming that the probabilities
of using words vary between documents, and are only sub-
ject to some general trend.
For example, consider documents about politics: some
will discuss the current British Prime Minister, Gordon
Brown. In these documents, the probability of using the
word brown (assuming case normalisation) may be rela-
tively high – perhaps as much as 1

100
. However, other pol-

itics articles may discuss US politics, for example, or the
UN, French elections, and so on, and these articles may
have a much lower probability of using the word brown, say

1

10000
: in these cases there may be just the occasional refer-

ence to the Prime Minister. This discussion is something of
a simplification, since the true model hypothesises that the
count of the word brown in each document depends upon
a different θj; nevertheless, the example captures some of
the intuition of the model.
Starting with the joint distribution p(θ, d|η) and averaging
over all possible values that θ may take in the new docu-
ment gives:

p(d|η) =

ˆ
p(θ|η)p(d|θ) dθ (7)

where integration is understood to be over the entire range
of possible θ. Intuitively, this allows θ̃ to vary between doc-
uments subject to the restriction that θ̃ ∼ p(θ|η), and the
probability of observing a document is the average of its
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probability for all possible θ, weighted by p(θ|η). The gen-
erative model is such that θ is first sampled from p(θ|η) and
then d is sampled from p(d|θ), leading to the hierarchical
name for such models.

A Joint Beta-Binomial Sampling Model
There are several possible instantiations of the general
scheme above, and (Madsen et al., 2005) provide an ex-
ample. However, there are certain theoretical issues to be
addressed with that work, and so we use an alternate model
within the framework outlined above.
We propose to decompose the term p(d|η) into a sequence
of independent terms of the form p(dj |ηj). A natural way
for each of these terms to be distributed is to let the prob-
ability p(dj |θj) be binomial (as it is if p(d|θ) is multino-
mial) and to let p(θj |ηj) be beta–distributed. The probabil-
ity p(dj |ηj) (where ηj = {αj , βj}, the parameters of the
beta distribution) is then:

pbb(dj |αj , βj) =
n!

dj !(n− dj)!
×

B(dj + αj , n− dj + βj)

B(αj , βj)
(8)

where B(•) is the Beta function. The term p(d|η) is then
simply:

pbeta−binomial(d|η) =
∏
j

p(dj |ηj) (9)

This allows means and variances for each of the θj to be
specified separately, but this comes at a price: the model
above does not ensure the sum of parameters is unity. Thus
the model is only an approximation to a true model where
components of θ have independent means and variances,
and the requirements of the multinomial are fulfilled. How-
ever, given the inflexibility of other proposed models, we
believe such a sacrifice is justified.
As with most previous work, our first estimate of parame-
ters of the beta-binomial model are in closed form, using
the method–of–moments estimate proposed in (Jansche,
2003). Method of moments estimates match moments of
the sample with moments of the distribution, and solve for
unknown parameters. If the count of a word in a document
has the distribution above, its expected value is:

E [dj ] = n×
αj

αj + βj

(10)

and its variance is:

Var [dj ] =
nαjβj (n + αj + βj)

(αj + βj)
2 (1 + αj + βj)

(11)

Again denoting training data for the j-th word Dj =
{d1j ...dkj} the theoretical expected value of a sample
is simply

∑
i E[dij ], while the observed expected value

is
∑

i dij . Similarly, the theoretical variance of the
sample is

∑
i Var[dij ] while its observed variance is∑

i (dij − E [dij ])
2. These are not maximum likelihood

estimates, as used in (Lowe, 1999)), but provide a practi-
cal estimate of parameters which is feasible for problems

with vocabularies with tens of thousands of words, each
of which must be modelled for every class, whereas using
numeric techniques to find maximum likelihood estimates
arguably is not.
This distribution is undefined if any of the αj are zero. For
simplicity, to avoid this we supplement actual training doc-
uments with a pseudo-document in which every word oc-
curs once. While not performing the role of a true Bayesian
prior, this shares many properties with such an estimate and
none of the computational burden.
We also experiment with an alternate estimate, corrected
so that documents have the same impact upon parameter
estimates regardless of their length. We refer to the original
as the Beta–Binomial model, and the modified version as
the Alternate Beta-Binomial.

3.2. A Support Vector Machine Classifier
We also experiment with a linear Support Vector Machine,
shown in several comparative studies to be the best per-
forming classifier for document categorization (Dumais et
al., 1998; Yang and Liu, 1999). Briefly, the support vector
machine seeks the hyperplane which maximises the sep-
aration between two classes while minimising the magni-
tude of errors committed by this hyperplane. The preceding
goal is posed as an optimization problem, evaluated purely
in terms of dot products between the vectors representing
individual instances. The flexibility of the machine arises
from the possibility to use a whole range of kernel func-
tions, φ(x1, x2) as the result of the dot product in some
transformed space.
Despite the apparent flexibility, the majority of NLP work
uses the linear kernel such that φ(x1, x2) = x1 · x2,
i.e. there is no transformation. Nevertheless, the lin-
ear SVM has been shown to perform extremely well, and
so we present results using the the linear kernel from the
SVM light toolkit (Joachims, 1999). We use the most typ-
ical method for transforming the SVM into a multi-class
classifier, the One-Vs-All method, shown to perform ex-
tremely competitively (Rennie and Rifkin, 2001).

4. Results
This section presents the results of our experiments on the
collections described in §2. The charts present the accu-
racy for each of the methods as the amount of training
data varies, across each of the collections. This section
highlights interesting trends in the results; we defer de-
tailed probabilistic analysis of the results to the next sec-
tion. Also, please note that scales on the y-axes of the fol-
lowing figures changes between charts so as to better illus-
trate performance differences on the scale appropriate for
each collection individually.
Figure 1 shows performance on (Pang et al., 2002)’s movie
reviews collection. Several trends are obvious; the first is
that, reassuringly, performance generally increases as the
amount of training data increases. Note, however, that this
is not always the case – a product of the random nature
of the training/testing selection process, despite performing
the procedure multiple times for each data point. Note also
that individual classifiers experience difficulties with par-
ticular splits of the data which are not experienced by all.
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The most telling example of this is the pronounced dip in
the performance of the SVM at 40% training not reflected
in other classifiers’ performance, despite the fact that all
saw the same set of documents both for training and test-
ing. Also, we note that the classifier specifically designed
to model binary representations fails to perform as well as
the multinomial and Beta–Binomial models – this is in con-
tradiction to (Pang et al., 2002), who observed superior per-
formance using binary features, but inkeeping with results
on more standard text classification tasks (McCallum and
Nigam, 1998; Jansche, 2003). This once again highlights
the danger of basing conclusions on incomplete evaluation.
Figure 2 shows results on the same data using only words
marked as positive or negative in the General Inquirer Dic-
tionary. Note here that relative performance trends are
markedly different, with the SVM experiencing a partic-
ular reversal of fortunes compared to the first figure. Other-
wise, the same idiosyncrasies are evident – occasional dips
in one classifier’s performance not observed with others,
and crossing of lines in the graphs.
Figure 3 presents a slightly less changeable picture, al-
though what is apparent is the complete reversal in fortunes
of the methods when compared to the previous collection.
The binary classifier performs worst by some margin, and
the alternate Beta-Binomial classifier is superior by a simi-
lar margin. Also, note that at certain points performance for
some classifiers dips, while for others it merely plateaus –
again, it is important to stress that all classifiers are seeing
exactly the same training and testing data.
Finally, Figure 4 displays results from (Thomas et al.,
2006)’s collection of political debates. The results here
are perhaps the most volatile of all – the impact of using
any particular certain classifiers over others is quite pro-
nounced, and the SVM is inferior to the best method by up
to 7% in some places. Furthermore, the binary classifier
is even worse, and this is exactly the combination used in
the original study. The difference between classifiers is in
many cases the same as the difference between the general
document–based classifier and the modified scheme pre-
sented in that paper.

5. Analysis
This section presents a slightly more formal analysis of the
significance of some of the points noted in the previous sec-
tion. The purpose is to establish that several key points are
indeed genuine trends rather than random fluctuations, at
least on the basis of the chosen data. Where we wish to
argue in terms of the significance of the results, we use the
following method: we argue that what is of interest is the
probability that the true accuracy of one classifier is greater
than the true accuracy of another. The true accuracy is the
proportion of correctly classified documents we would ob-
serve from an unlimited number of test documents, which
for two classifiers A and B we will call πA and πB .
This can be calculated as follows: suppose we observe clas-
sifiers A and B which achieve xA and xB correctly clas-
sified documents from n possible respectively (although
there is strictly no need to assume that the n is the same
in both cases, for the purposes of this work this will always
be the case, since the classifiers are evaluated over the same

sets of documents).
If we assume that, before we observe any results, we are
agnostic as to the accuracy we are likely to observe, then
our prior distributions on πA and πB are uniform, that is
all accuracies are as probable as all others a priori. This
can be made explicit by prior distributions on accuracies
which are Beta(1, 1) (that is, uniform). If this is the case,
then the posterior distributions of accuracies are Beta(1 +
xA, 1+n−xA) and Beta(1+xB, 1+n−xB) respectively.
The posterior distribution encodes uncertainty in the true
accuracy after a limited sample has been observed – thus
if π1 ∼ Beta(1, 1) and π2 ∼ Beta(50, 50), both have the
same expected value of 0.5. However, their variances are
dramatically different, and thus we are much more sure that
π2 is close to 0.5 than we are with π1.
Given these distributions, we calculate Pr(πA > πB) as
the proportion of pairs (πA, πB) where πA and πB are ran-
domly drawn from their respective posterior distributions,
and where πA > πB . All probabilities reported here are
estimated from 1,000,000 simulated pairs, and are stable to
within several decimal places upon repeated runs.
We note first how the amount of training data has an impact
on the relative performances in Figure 1. Where we use
60% training (similar to (Pang et al., 2002)’s 3-fold cross
validation), we note that the probability that the true accu-
racy of the multi–variate Bernoulli classifier is greater than
that of the SVM is approximately 0.938; that is, we are al-
most certain this is true. However, for 90% training (the
same as would be used for 10–fold cross validation), the
two classifiers are inseparable – Pr(πmvb > πsvm) ≈ 0.5.
We note also that “improvements” in performances gained
by using the General Inquirer for one classifier are anything
but for another. For the multinomial classifier, the proba-
bility that the unconstrained vocabulary leads to a classifier
whose true accuracy is better than that of the same classi-
fier using a constrained vocabulary is approximately 0.976;
however, for the SVM this same figure is a less impressive
0.371.
Other trends should need little validation by the procedure
above, but we provide some results here for completeness.
To demonstrate that increasing the amount of training data
improves performance to a significant degree, we note for
example that the probability that the multinomial classi-
fier’s accuracy is greater with 60% training than with 30%
is approximately 0.993 (for the first Movie Reviews col-
lection). The probability that the multinomial (i.e. count–
based rather than presence–based features) performs bet-
ter than the binary independence model at 70% training
≈ 0.962 on the same collection.
We use the same procedure to test other trends noted in
the previous section, with similarly conclusive results; we
believe this underlines the importance of ruling out sim-
ple random fluctuation accounting for apparent variations
in performance.

6. Conclusion
In terms of a conclusion, we revisit the initial question. Is
it fair to say that the use of lexically–based features leads
to classifiers which do not perform acceptably? Of course,
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Figure 1: Results for (Pang et al., 2002)’s Movie Review Collection
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Figure 2: Results for (Pang et al., 2002)’s Movie Review Collection, using only words marked as Positive or Negative in
the General Inquirer Dictionary
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Figure 3: Results for the Manifestos Collection
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Figure 4: Results for (Thomas et al., 2006)’s Political Speeches Collection
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this question glosses over the difficulty of defining “accept-
able” performance; however, the only sound answer can be
that it depends upon the classifier in question, the amount
of training data, and so on. While it would be easier if
sweeping generalisations could be made, clearly they are
not justified.
Indeed, with the lack of any conclusive evidence, we sug-
gest that one perhaps ought to be strongly drawn to the
idea of using lexically–based features for new tasks on the
grounds of simplicity. It is well known that complex and
over–parametrised models lead to poor generalisation (this
is formally encoded in principles such as Occam’s Razor,
and the practice of Bayesian model comparison (MacKay,
1992)). Certainly, it is hard to argue against the idea that the
word–based classifier is the simplest, and in light of results
presented here is in certain incarnations comparable with
work which uses features much more heavily customised
for particular sub–tasks.
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Abstract
Given a corpus of financial news labelled according to the market reaction following their publication, we investigate cotemporeneous and

forward-looking price stock movements. Our approach is to provide a pool of relevant textual features to a machine learning algorithm

to detect substantial stock price variations. Our two working hypotheses are that the market reaction to a news is a good indicator for

labelling financial news, and that a machine learning algorithm can be trained on those news to build models detecting price movement

effectively.

1. Introduction

The aim of this research is to build on work by (Koppel

and Shtrimberg, 2004) and (V. Lavrenko and Allan, 2000)

to investigate the subjective use of language in financial

news about companies traded publicly and validate an au-

tomated labelling method. More precisely, we are inter-

ested in the short-term impact of financial news on the stock

price of companies. This is a challenging task because al-

though investors, to a certain extent, make their decision on

the basis of factual information such as income statement,

cash-flow statements or balance sheet analysis, there is an

important part of their decision which is based on a sub-

jective evaluation of events surrounding the activities of a

company. Traditional Natural Language Processing (NLP)

has so far been concerned with the objective use of lan-

guage. However, the subjective aspect of human language,

i.e. sentiment that cannot be directly inferred from a doc-

ument’s propositional content, has recently emerged as the

new useful and insightful area of research in NLP (Devitt

and Ahmad, 2007; Mishne, 2007). According to (Wilson

and Wiebe, 2003), affective states include opinions, beliefs,

thoughts, feelings, goal, sentiments, speculations, praise,

criticism and judgements, to which we may add attitude

(emotion, warning, stance, uncertainty, condition, cogni-

tion, intention and evaluation); they are at the core of sub-

jectivity in human language. We treat short financial news

about companies as if they were carrying implicit sentiment

about future market direction made explicit by the vocabu-

lary employed and investigate how this sentimental vocab-

ulary can be automatically extracted from texts and used

for classification. There are several reasons why we would

want to do this, the most important being the potential of

financial gain based on the exploitation of covert sentiment

in the news for short-term investment. On a less pragmatic

level, going beyond literal meaning in NLP would be of

great theoretical interest for language practitioners in gen-

eral, but most importantly perhaps, it would be of even

greater interest for anyone who wishes to get a sense of

what are people feelings towards a particular news, topic

or concept. To achieve this we must overcome problems

of ambiguity and context-dependency. Sentiment classifi-

cation is often ambiguous (compare I had an accident, neg-

ative with I met him by accident, not negative) and context

dependent (There was a decline, negative for finance but

positive for crimes).

2. Experiments
Based on previous work in sentiment analysis for domains

such as movie reviews and blog posts, this first series of

experiments aim at selecting an appropriate set of three

key parameters in text classification: feature type, thresh-
old and count. Our goal is to see whether the most suitable

combinations usually employed for other domains can be

successfully transferred to the financial domain. Our cor-

pus is a subset of the one used in (Koppel and Shtrimberg,

2004): 6277 news averaging 71 words covering 464 stocks

listed in the Standard & Poor 500 for the years 2000-2002.

The automated labelling process is described in section 2.4.

We have opted for a linear Support Vector Machine (SVM)
(Joachims, 2001) approach as our classification algorithm

with the software Weka1. All experiments have been cross-

validated ten times.

2.1. Feature Types
We consider five types of features: unigrams, stems, finan-
cial terms, health-metaphors and agent-metaphors. The

news are tokenized with the help of a POS tagger (Schmid,

1994). Unigrams consist of all nouns, verbs, adjectives

and adverbs2 that appears at least three times in the corpus.

Stems are the unigrams which have been stripped of their

morphological variants. The financial terms stem from a

clinical study of investors discussion and sentiment (Das et

al., 2005). The list comprises 420 words and their variants

created by graduate students who read through messages3

and selected words they felt were relevant for finance (not

necessarily most frequent)4. Health metaphors are a list of

words identified by (Knowles, 1996) in a six million word

1http://www.cs.waikato.ac.nz/ml/weka/
2This list is augmented by the words up, down, above and be-

low to follow (Koppel and Shtrimberg, 2004).
3The corpus was a random selection of texts from on Yahoo,

Motley fool and other financial sites.
4Sanjiv Das, personal communication.
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corpus from the Financial Times suggesting that the finan-

cial domain is pervaded by terms from the medical domain

to describe market phenomena: examples include addic-
tion, chronic and recovery. The full list comprises 123 such

terms. Finally, recent work by (Morris et al., 2007) shows

that in the case of market trends, investors tend to process

agent metaphors, when the language treats the market as

though it were an entity that produces an effect deliberately

(e.g. the NASDAQ climbed higher), differently from object

metaphors, where the language describe price movements

as object trajectories, as events in which inanimate objects

are buffeted by external physical forces (e.g. the Dow fell
through a resistance level) or non-metaphorical expressions

that describe price change as increase/decrease or as clos-

ing up/down (e.g. the Dow today ended down almost 165
points). The same study gives the verbs jump, climb, re-
cover and rally as the most frequent indicators of uptrend

movement, and fall, tumbled, slip and struggle as the most

frequent indicators of downtrend movements. The point

made in the study is that in the case of agent metaphors,

investors tend to believe that the market will continue mov-

ing in the same direction, which is not the case for object

metaphors or non metaphors. These results are potentially

useful for sentiment analysis, as we are trying to find pos-

itively correlated textual features with market trends. To

construct a list of potential agents, we extracted all nouns

from our corpus and used WordNet5 to filter out elements

which were not hyponym of synset number 1000055986,

defined as an entity that produces an effect or is responsible
for events or results: in this way we collected 553 potential

agents. To allow those agents to carry out their actions, we

completed this list with all 1538 verbs from the corpus.

2.2. Feature Selection
We consider three feature selection methods that (Yang

and Pedersen, 1997) reported as providing excellent per-

formance. Document Frequency (DF) is the number of

documents in which a term occurs. We computed DF for

each feature and eliminated features for which DF fell be-

low a threshold (100). In Information Gain (IG), features

are ranked according to a preferred sequence allowing the

classifier to rapidly narrow down the set of classes to one

single class. We computed the 100 features with the highest

information gain. Finally, the χ2 statistic measures the lack

of independence between a feature and a set of classes. We

computed the top 100 least independent features. It is worth

mentioning that the same 100 features were selected using

either IG or χ2 statistic, except for a few features ranking

order in the top ten.

2.3. Counting Methods
There are two methods worth considering for valuing each

feature appearance in each news: the first is the binary

method where a value of zero indicates the absence of the

feature whereas a value of one indicates the presence of

the feature. This method appears to yield good results in

movie reviews (Pang et al., 2002). The second simply gives

5http://wordnet.princeton.edu/
6causal agency#n#1, cause#n#4 and causal agent#n#1

a count of the feature in the document and normalise the

count for a fixed-length document of 1000 words (TF).

2.4. Classifying news using cotemporeneous prices:
[-1 day,+1 day]

To construct our 500 positive examples we used similar cri-

teria as (Koppel and Shtrimberg, 2004), based on contem-

poraneous price changes (stock price at opening the first

market trading day after the news was published - stock

price at closing the first trading day before the news was

published):

• price change superior to the overall S&P index price

change,

• price change in the interval [-4%,+4%] and

• price superior to $10.

For instance, the following news about the company Bio-
gen, Inc. (symbol BGEN), appeared on May 23rd 2002:

Biogen, Inc. announced that the FDA’s Derma-

tologic & Ophthalmic Drug Advisory Commit-

tee voted to recommend approval of AMEVIVE

(alefacept) for the treatment of moderate-to-

severe chronic plaque psoriasis.

At opening on the 24-May-2002, price reached $48.43,

whereas at closing on the 22-May-2002 it was $38.71.

Therefore, there is a positive price change of

$48.43− $38.71

$38.71
= 0.19995

or almost 20%, the news is classified as being positive. The

same reasoning is applied to find 500 negative examples,

corresponding to a negative price change of at least 4%.

The results of this experience is presented in table 1. The

Features F-Selection F-Count
Unig. 67.5% IG 67.5% Bin 67.5%

Stems 66.9% DF 59.4% TF 67.6%

Fin.-T 59.2% χ2 66.1%

Hea.-M 52.4%

Age.-M 66.4%

Table 1: Feature tuning

reference trio of parameters appears in table 1 between hor-

izontal lines (unigrams, IG and binary). That is, in each

successive measurement of accuracy, at least two values

of the trio remained unchanged. For example, the classi-

fication accuracy when using stems, information gain and

binary count is 66.9%. Strictly speaking, the best combi-

nation (unigrams, IG and TF) reached 67.6%, a tenth of

one percent better than the basic trio (unigrams, IG and

Bin). Given this non significant difference in accuracy and

a favourable inclination for the binary method in the liter-

ature, we keep the basic trio as our parameter values for

all other experiments. These results also show that features

based on a list of agent metaphors describing market trend
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movements appear more useful for the classification of fi-

nancial news than a list of health metaphors or a human-

constructed list of financial terms. At closer examination, it

appears that most of the contribution is made by the notion

of agent: only five of the eight most frequent indicators (re-
cover, climb, fall, slip and struggle) actually appear in our

corpus, and only one (fall) made the cut through the top

100 features that bring most information gain. We conjec-

ture that the description of financial news retains the same

agent-based feature as in market trend description, how-

ever it is expressed by commentators using a different set

of (predicative) terms. In the remaining experiments we

depart slightly from (Koppel and Shtrimberg, 2004) by tak-

ing into account negation, i.e. negated words (e.g. not rich)

are featured as a single term (not rich). We also remove

all proper nouns as potential feature, our assumption being

that a list of features without proper nouns is less tailored

to a particular time-period, where some companies happen

to be more in the spotlight than others.

Including Osgood’s feature A study by (Mullen and

Collier, 2004) have suggested that information from differ-

ent sources can be used advantageously to support more tra-

ditional features. Typically, these features characterise the

semantic orientation (SO) of a document as a whole (Os-

good et al., 1957; Kamps et al., 2004). One such feature

is the result of summing up the semantic relatedness (Rel)

between all individual words (adjectives, verbs, nouns and

adverbs) with a set of polarised positive (P) and negative

(N) terms, for the domain of interest, here finance. This

method can be expressed in the following formal manner:

Words∑
w

(

P∑
p

Rel(w, p)−
N∑
n

Rel(w, n))

Note that the quantity of positive terms P must be equal to

the quantity of negative terms N. To compute relatedness,

we used the method described in (Banerjee and Pedersen,

2003) and WordNet7. The list of polarised terms we used

follows:

Pos adjectives: good, rich
Neg adjectives: bad, poor
Pos nouns: goodness, richness
Neg nouns: badness, poverty
Pos verbs: increase, enrich
Neg verbs: decrease, impoverish
Pos adverbs: well, more
Neg adverbs: badly, less

Class SO
0.00 -106

0.25 -89

0.50 -104

0.75 -114

1.00 -128

Table 2: Semantic Orientation

7Using the PERL package (Pedersen, 2004).

Although the relatedness measure is biased towards neg-

ative, as illustrated by all negative semantic orientations,

even for positive classes, the trend observed and expected is

that positive classes are less negative than positive classes in

general (coefficient of correlation is +0.76). This is a result

conforting the validity of the automatic labelling technique.

However, our result shows no significant improvement on

accuracy (69%) if we include semantic orientation as one

of our features.

2.5. Horizon Effect
The next experiment looks at the lasting effect of a news

on the stock price of a company. Using 300 positive exam-

ples and 300 negative examples with a±2% price variation,

we computed classification accuracies for non cotempore-

neous, more precisely subsequent, price changes. There-

fore, news were classified according to price changes from

the opening the first open market day after the news to X

number of days after the news. We consider the following

values for X: 2, 3, 7, 14 and 28. Table 3 presents the results.

Given that classification accuracies are slowly worsening as

Horizon Accuracy
[+1,+2] 69.5%

[+1,+3] 68.8%

[+1,+7] 67.5%

[+1,+14] 68.0%

[+1,+28] 66.3%

Table 3: Horizon Effect

we move further away from the day the news first broke out

(coefficient of correlation is -0.89), we conclude that some

prices are getting back to, or even at the opposite of, their

initial level (i.e. before the news broke out). Assuming that

in the interval no other news interfered with the stock price,

this result also reinforced the validity of the automatic la-

belling technique.

2.6. Polarity effect
This experiment looks at the effect on accuracy a change in

the labelling distance between two classes produces. The

intuition is that the more distant two classes are from each

other, the easiest it is for the classifier to distinguish among

them, which translates as a higher accuracy.

Class 1 Class 2 Dist. Acc. Aver.
0.00 0.25 0.25 62.8%

0.25 0.50 0.25 64.6%

0.50 0.75 0.25 57.6% 62.3%

0.75 1.00 0.25 64.1%

0.00 0.50 0.50 68.0%

0.25 0.75 0.50 61.8% 66.4%

0.50 1.00 0.50 69.3%

0.00 0.75 0.75 70.3%

0.25 1.00 0.75 73.1% 71.7%

0.00 1.00 1.00 69.8% 69.8%

Table 4: Polarity effect

Table 4 presents classification accuracy using five classes:
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• 0.00: 400 negative news, price change < -2%

• 0.25: 200 negative plus 200 neutral news

• 0.50: 400 neutral news

• 0.75: 200 neutral plus 200 positive news

• 1.00: 400 positive news, price change > +2%

The five classes above generate four possible combinations

of labelling distance: 0.25, 0.50, 0.75 and 1.00. As ex-

pected, there is a positive correlation between labelling dis-

tance and accuracy (coefficient of correlation +0.89). This

reinforces the validity of the automatic labelling technique.

2.7. Range Effect
The range effect experiment explores how the size of the

minimum price change for a news to be labelled either as

positive or negative influences classification accuracy. The

intuition is that the more positive and negative news are la-

belled according to a larger price change, the more accurate

classification should be. Table 5 shows results using cotem-

poreneous price changes. The labelling method yields once

Range Nb examples 2-class 3-class
±0.02 1000 67.8% 46.3%

±0.03 1000 67.1% 47.9%

±0.05 800 69.5% 46.8%

±0.06 600 74.0% 50.1%

±0.07 400 76.3% 50.1%

±0.10 200 75.0% 51.3%

Table 5: Range Effect

again expected results: for two classes (positive and neg-

ative), the more comfortable the price change margin gets,

the more accurate classification is (coefficient of correlation

is +0.86). However, accuracies appear to reach a plateau

at around 6%, where classification accuracy improvements

beyond 75% seems out of reach. The last column of table

5 reports accuracies for the case where news whose price

change is falling between the range are labelled as neutral.
Although accuracies are, as expected, lower than for two

classes, they are significantly above chance (33%). The

same positive correlation is also observed between the price

change margin and accuracies (coefficient of correlation is

+0.88). In the next experiment we examine more in depth

the effect of adding a neutral class on precision.

2.8. Effect of adding a neutral class on
non-cotemporaneous prices: [+1 day,+2 days]

In all but one of the experiments so far, we have considered

classes with maximum polarity, i.e. with a neutral class

separating them. On one hand this has simplified the task

of the classifier since news to be categorised belonged to

one of the positive or negative extremes. On the other hand,

this state of affairs is somewhat remote from situations oc-

curring in real life, when the impact of news can be limited.

Moreover, the information about overall accuracy of clas-

sification is not the most sought after information for in-

vestors. Let’s examine briefly more useful information for

investors:

Positive Precision A news which is correctly recognised

as positive is a very important source of information

for the investor. The potential winning strategy now

available is to buy or hold the stock for the correspond-

ing range. Therefore, it is very important to built a

classifier with high precision for the positive class, sig-

nificantly above 50% to cover comfortably transaction

costs.

Negative Precision A news which is correctly recognised

as negative is also an important source of information

for the investor. The potential saving strategy now

available to the investor, given that he or she owns the

stock, is to sell the stock before it depreciates. There-

fore, it is important to built a classifier with high pre-

cision for the negative class, significantly above 50%

to cover safely transaction costs.

Positive and Negative Recall Ideally, all positive and

negative news should be recognised, but given the po-

tential substantial losses that misrecognition (imply-

ing low positive/negative precision) would imply for

investors, only a decent level of recall is needed for

both.

Table 6 gives a first glimpse of the sort of positive (+pre-

cision) and negative (-precision) precision we can expect

if we built a 3-class classifier. In order to get closer to

real classification conditions, we remove the constraint that

stock prices must be greater than $10. Results show that

Range Nb examples -Precision +Precision
±0.01 1000 77% 51%

±0.02 800 41% 53%

±0.03 400 69% 54%

Table 6: Effect of adding a neutral class on non-

cotemporaneous prices

precision is either worryingly close to 50% (the positive

case), or is very volatile and could swing precision level

well below 50% on too many occasions. Clearly, this

demonstrate that if we are to build a financial news classi-

fier satisfying at least high precision for the positive news,

we must abandon the approach using three classes.

2.9. Conflating two classes
In section 2.8. we underlined the importance of high preci-

sion for the classification of positive and negative news and

concluded that a 3-class categoriser was unlikely to satisfy

this requirement. In this section we conflate two of the three

classes into one and examine the effect on precision and re-

call. Table 7 displays three classification measures for the

case where the classes neutral and negative have been con-

flated to a single class. Table 8 displays three classification

measures for the case where the classes neutral and positive

have been conflated to a single class. We used a range of

±0.02, a forward-looking horizon of [+1,+2] days with 800

training examples. It is difficult to evaluate precisely what

the cost of trading represents, but there seems to be enough

margin of manoeuvrer to overcome this impediment, espe-

cially in the case of the positive classifier (table 7).
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Measure/Class POS NEG+NEU
Precision 0.857 0.671

Recall 0.555 0.908

Accuracy 0.7313

Table 7: Positive against all others

Measure/Class NEG POS+NEU
Precision 0.652 0.805

Recall 0.870 0.535

Accuracy 0.7025

Table 8: Negative against all others

2.10. Positive and Negative features
Closer examination of the features resulting from the se-

lection process paints a different picture from the one pre-

sented in (Koppel and Shtrimberg, 2004). Recall that (Kop-

pel and Shtrimberg, 2004) used all words that appeared at

least sixty times in the corpus, eliminating function words

with the exception of some relevant words. We kept only

adjectives, common nouns, verbs, adverbs and four rele-

vant words, above, below, up and down, that appear at least

three times in the training corpus. In a nutshell, (Koppel

and Shtrimberg, 2004) found that there were no markers

for positive stories, which were characterised by the ab-

sence of negative markers. As a result, recall for positive

stories were high but precision much lower. Our findings

are that negative and positive features are approximately

equally distributed (53 negatives and 47 positives) among

the top 100 features with the highest information gain and

that recall and precision for positive stories were respec-

tively lower and higher. We define sentimental orientation

(positive or negative) of each feature as the class in which

the feature appears the most often. Table 9 shows the top

ten positive features and table 10 shows the top ten nega-

tive features. The Pos column indicates the position of the

Pos Feature +b/-b +tf/-tf +n/-n
1 common 29/8 33/13 1318/390

2 shares 33/11 48/17 2014/640

3 cited 20/4 20/4 427/49

5 reason 18/4 18/4 411/69

8 direct 7/0 7/0 163/0

9 repurchase 15/3 26/3 818/115

10 authorised 17/4 18/5 596/177

11 drug 6/0 6/0 114/0

13 partially 6/0 6/0 89/0

14 uncertainty 6/0 6/0 102/0

Table 9: Positive Features

feature in the top 100 ranking resulting from the informa-

tion gain screening. The +b/-b column displays the number

of documents (examples) in which the feature appears at

least once (+b for positive and -b for negative). The +tf/-

tf column displays the number of times the feature appears

in the entire set of documents (+tf for positive and -tf for

negative), while the +n/-n column displays the same values

normalised to a constant document length of 1000 words.

Pos Feature +b/-b +tf/-tf +n/-n
4 change 0/8 0/11 0/206

6 work 1/11 1/12 33/183

7 needs 0/7 0/7 0/139

12 material 0/6 0/6 0/128

15 pending 0/6 0/7 0/100

16 gas 8/23 13/34 229/571

19 cut 1/9 1/10 15/216

20 ongoing 1/9 2/14 14/201

25 e-mail 0/5 0/5 0/68

26 week 0/5 0/5 0/72

Table 10: Negative Features

For example, the feature common appears in 29 positive

examples and 8 negative examples. It also appears 33 times

in all positive examples and 13 times in all negative ex-

amples. Below is one highly positive news (+11% price

change) and one highly negative news (-49% price change)

with positive features inside square brackets and negative

features inside braces. The following news about the com-

pany Equifax Inc. (symbol EFX) appeared on the 20th of

September 2001. Its stock price jumped from $18.60 at

opening on the 21st of September 2001 to $20.70 on the

24th of September 2001, for a price change of 11.29%:

Equifax Inc. announced that it is repurchasing

[shares] in the open market, pursuant to a previ-

ous [repurchase] authorisation. The [Company]’s

board of directors had [authorised] a repurchase

of up to $250 million of [common] stock in the

open market in January 1999, of which approx-

imately $94 million remains available for pur-

chase.

The following news about the company Applied Materials,

Inc. (symbol AMAT) appeared on the 15th of April 2002;

its stock price plummeted from $53.59 at opening on the

16th of April 2002 to $27.47 on the 17th of April 2002, for

a price change of -48.74%:

Applied Materials, Inc. announced two newly

granted U.S. Patents No. 6,326,307 and No.

6,362,109, the [Company]’s third and fourth

patents covering the use of hexafluorobutadiene

(C4F6) {gas} chemistry for critical dielectric

etch applications. A high-performance etch pro-

cess chemistry, C4F6 used in an Applied Mate-

rials etch system, enables the industry’s move to

the 100nm chip generation and beyond.

3. Discussion
The surprisingly encouraging results we have presented for

a forward-looking investment strategy should not be viewed

outside its specific experimental setup conditions. In what

follows we highlight a number of points worth considering:

Lack of independent testing corpus Cross-validation is a

method which can provide a solid evaluation of the

overall accuracy of a classifying method. However, a
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more accurate evaluation should involve an indepen-

dent testing corpus, ideally covering a distant time-

period to avoid overfitting or overtraining. Neverthe-

less, we have attempted to avoid these caveats by keep-

ing a small number of features compared to the num-

ber of training examples and by avoiding the use of

proper nouns as features.

Pool of features Our pool of features was selected among

the entire training set, which includes the cross-

validated sections. Although to a small degree, this

may have caused a data-snooping bias, where fea-

tures were selected among the testing examples. On

the other hand, as can be observed in tables 9 and

10, the interpretation of positive and negative features

is not straightforward, which suggests that portability

among different domains and even time periods could

be problematic.

Size of documents Clearly, the size of documents is cru-

cial for classification. The corpus we used averaged

just over 71 words, which in general should be long

enough to collect enough statistics. Nevertheless, if

we look at our top ten positive stories (those with the

highest positive price change), we found that half of

them contained no feature at all, whereas three out of

our top ten negative examples were similarly deprived

of features. Given that this situation is likely to worsen

if we train and test on different domains and periods,

this is a potential area where a default bias can be dif-

ficult to avoid (i.e. a document without features will

systematically be classified in the same class). One

solution would be to increase the number of features.

Trading costs If the minimum transaction level to over-

come fixed and relative trading costs is high, this

brings upon the investors a burden of risk which he or

she may not be able or willing to bear. The classifier

should be characterised clearly by its level of preci-

sion matched with an estimate of the trading costs that

would guide the investor in its decision.

4. Conclusion and future work
We have revisited a method for classifying financial news

using automatically labelled data. Our findings give a dif-

ferent picture of the set of features best suited for the task

and a somewhat less pessimistic prognostic as to the va-

lidity of such an approach for forward-looking investment.

We indicate a number of elements where extensive research

should be carried on to test the approach within a practical

and realistic framework. To this end, our next step is to use

our system coupled with a virtual trading site8 to monitor

financial news to invest in companies. This should give us

a better idea of the effect of the transaction costs as well as

the portability of the features and model developed during

our experiments.
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Göteborg University.

Moshe Koppel and Itai Shtrimberg. 2004. Good news or

bad news? let the market decide. In AAI Spring Sym-
posium on Exploring Attitude and Affect in Text, pages

86–88. Stanford University, March.

Gilad Mishne. 2007. Applied text analytics for blogs.

Ph.D. thesis, University of Amsterdam.

Michael W. Morris, Oliver J. Sheldon, Daniel R. Ames,

and Maia J. Young. 2007. Metaphors and the mar-

ket: Consequences and preconditions of agent and object

metaphors in stock market commentary. Journal of Or-
ganizational Behavior and Human Decision Processes,

102(2):174–192, March.

Tony Mullen and Nigel Collier. 2004. Sentiment analysis

using support vector machines with diverse information

sources. In Empirical Methods in NLP.

Charles E. Osgood, George J. Suci, and Percy H. Tannen-

baum. 1957. The Measurement of Meaning. University

of Illinois.

Bo Pang, Lillian Lee, and Shivakumar Vaithyanathan.

2002. Thumbs up? sentiment classification using ma-

chine learning techniques. In Proc. of the 2002 Conf. on
Empirical Methods in Natural Language Processing.

Ted Pedersen. 2004. Wordnet::similarity - measuring the

relatedness of concepts. In In Appears in the Proceed-
ings of the Nineteenth National Conference on Artificial
Intelligence (AAAI-04), 2004.

Helmut Schmid. 1994. Probabilistic part-of-speech tag-

ging using decision trees. In Int. Conference on New
Methods in Language Processing, Manchester, UK.

D. Lawrie P. Ogilvie D. Jensen V. Lavrenko, M. Schmill

and J. Allan. 2000. Mining of concurrent text and time

series. In 6th ACM SIGKDD Int. Conf. on Knowledge
Discovery and Data Mining, August 2000, August.

T. Wilson and J. Wiebe. 2003. Annotating opinions in the

world press. In In SIGdial-03.
Yiming Yang and Jan O. Pedersen. 1997. A comparative

study on feature selection in text categorization. In Dou-

glas H. Fisher, editor, Proc. of ICML-97, 14th Int. Conf.
on Machine Learning, pages 412–420, Nashville, US.

Morgan Kaufmann Publishers, San Francisco, US.

43



An Unsupervised Method to Extract Topic Expressions
from Reviews on TV shows

Takeshi S. Kobayakawa†1,†2, Jin-Dong Kim†2, Jun’ichi Tsujii†2,†3

†1 Human & Information Science, NHK Science & Technical Research Labs.
Kinuta 1-10-11, Setagaya-ku, Tokyo 157-8510, Japan

†2 Department of Computer Science, University of Tokyo
Hongo 7-3-1, Bunkyo-ku, Tokyo 113-0033, Japan
†3 School of Informatics, University of Manchester

POBox 88, Sackville St, MANCHESTER M60 1QD, UK
kobayakawa.t-ko@nhk.or.jp, jdkim@is.s.u-tokyo.ac.jp, tsujii@is.s.u-tokyo.ac.jp

Abstract
This paper presents an unsupervised method to extract topic expressions from TV show reviews. We propose an unsuper-
vised approach, which does not require any elaborated linguistic resources, e.g. annotated corpora, syntactic parsing, etc.
We also present a manually-annotated corpus used as benchmark data, in order to evaluate the proposed method. Exper-
imental results reveal that the proposed simple method can be effectively used to winnow topic expressions from a large
number of reviews.

1. Introduction
The widely spreading internet technology has enabled
individual users to actively express their opinions to
the public. It has led to an abundance of opinions in
the public space, the Internet. To companies, it is be-
coming more and more important to collect and ana-
lyze the opinions on their products to better respond
to the demand from their potential customers.
When reviews for content-based products such as
books, movies, or TV shows are analyzed, the topic
of the sentiment tends to be expressed as phrases or
clauses rather than as simple nominal expressions that
denote product names or specific properties. Thus,
topic identification becomes a complex but necessary
step. As the study(Kim and Hovy, 2006) states, opin-
ion topics can refer to social issues, government’s acts,
new events, or someone’s opinions for online news
media texts. For example, in our domain, I was very
impressed by Dr. Nakamura’s statement, “Think from
the viewpoint of other people,” is a review sentence
including a noun clause (Dr. Nakamura’s statement
“—.”) as an opinion topic.
There are a growing number of responses by several
channels, including direct responses in e-mail or web
form, or indirect responses in reviews on web pages
or on (we)blogs. Autonomously produced feedback
are indirect responses, and are thus indirectly deliv-
ered to the company. Since they are buried in a large
amount of heterogeneous web contents, it is neces-
sary to identify the opinion-holding sentences. On the
contrary, direct responses are opinions that are deliv-

ered directly to the company. A well-designed ques-
tion form can produce a controlled feedback, making
most of the sentences as opinions. In this situation,
the problem falls into an easier one, because extract-
ing opinions is not necessary any more.
In this study, we analyze the TV show reviews in
Japanese. The task is to analyze the reviews that are
directly collected, and clearly identify what part of the
TV show the opinions are about. As a characteristic
of the task, extracting opinion-holding sentences and
identifying TV shows according to opinions, is unnec-
essary, while topic identification is still necessary.
For example, even in consideration of one TV show,
some opinions can be about the characters, while oth-
ers can be about the facts described by the program.
As for the characters, some opinions can be about
specific quotations, while others can be about the at-
tributes (such as the sincerity) of the character. The
opinion topic, which has a reference to the TV show,
varies widely from opinion to opinion.
Finally, we break up the task into two parts:

• topic expression identification

• sentiment classification

We focus on identifying the topic expression of
the opinion in this study. It is a complement to
the previous work done on sentiment classification
(Kobayakawa et al., 2007).
We propose a method that would make use of the char-
acteristics of the task — There are many reviews to

44



one specific TV show, and there are also several TV
shows for which reviews are given. We assume that
a review is composed of topic expressions and senti-
ment expressions, and that the distributions of senti-
ment expressions and topic expressions are different
over review documents: sentiment expressions will be
rather evenly distributed while topic expressions will
“burst” in each review according to the content be-
ing reviewed. Based on the assumption, we propose
a method to extract topic expressions, incorporating a
statistical hypothesis test and corpora comparison.
Experimental results using TV show reviews written
in Japanese show the proposed method is effective
in winnowing topic expressions from opinion-holding
sentences. Although the experiments were performed
with Japanese texts, the proposed method should be
applicable to any other language, since it does not in-
volve any language-specific processing.
This paper is organized in the following way: Re-
lated work is discussed in section 2.. The corpora that
we built and topic expressions are described in sec-
tion 3.. The method of extracting topic expressions
is explained in section 4., the experiments conducted
are in section 5., discussion is in section 6., and our
conclusions and future work are in section 7..

2. Related work
Sentiment analysis has been the focus of attention
in recent years, which is a combination of several
technologies, such as subjectivity detection, opinion
holder identification, review classification, and topic
identification. Subjectivity detection is used to decide
whether a given sentence has an opinion (Wiebe et al.,
1999). Opinion holder identification is used to decide
who said the opinion (Bethard et al., 2004). Review
classification classifies the kind of the opinion (Tur-
ney, 2002). Topic identification identifies what the
opinion is about (Kim and Hovy, 2006).
When sentiment analysis is applied to different do-
mains, different methods should be adopted for the
technologies, depending on what domain the senti-
ment analysis is applied to. One example is a typi-
cal sentiment analysis for product reviews (Kobayashi
et al., 2005). Topic identification chooses one noun
from the pre-defined series of products or their at-
tributes, and review classification decides the polarity
of the opinion. Another example is an analysis for on-
line news media texts (Kim and Hovy, 2006). Review
classification again decides the polarity of the opinion.
However, opinion holder identification and topic iden-
tification classifies the result of semantic role labeling.
Little research has been conducted for opinion topic
identification, except the study(Kim and Hovy, 2006).

In the study, opinion topics are identified on top of
semantic role labeling. In English, an analysis based
on Frame Semantics like FrameNet (Baker and Sato,
2003) is widely available. Thus, a method based on
the semantic role labeling is a realistic choice. How-
ever, in other languages like Japanese, semantic role
labeling is in itself, a elaborate task. Although pre-
vious works(Kawahara and Kurohashi, 2006) exist in
this area, the study concentrates on building the case
frame dictionary, and not on semantic role labeling.
What we really need is semantic role labeling, which
is still missing. We therefore adopt an unsupervised
approach without using semantic role labeling.
The unsupervised approach makes use of the charac-
teristic of the task. Since the sentences are collected
by channel only reviews come, all the sentences that
come are reviews for a specific TV program. Opinion
holder is the sender of the e-mail or web forms, and is
anonymous or already identified. Although the name
which the TV program reviews are about is known, the
topic of the opinion is unclear. Without any deep anal-
ysis, frequently used expressions are extracted. Then,
detecting the topic of the opinion is achieved by com-
paring the extracted expression from corpus to corpus.
The proposed method compares the corpora between
focused corpus and other corpora. General discus-
sion for comparing corpora can be found in (Kilgar-
riff, 2001).

3. Corpora of TV show reviews
We built corpora of reviews on TV programs using
pseudo responses. We asked a group of people to
watch four TV programs, as shown in Table 1, and
make comments about them. These programs are a se-
ries of cultural programs concerning different topics.
The number of people is between 120 to 130, depend-
ing on the program, and each of them was asked to
provide 5 to 10 opinionated sentences for each pro-
gram. While the expressions that specific viewers
tended to use may differ from one viewer to another,
using a high number of people reduces the inconsis-
tencies in the expressions that the viewers tend to use,
and thereby normalizes the data. The number of sen-
tences and words of reviews are shown in Table 21.

We use this corpora to evaluate our methods to extract
topic expressions. We mainly focus on the viewers’

1All the data is in Japanese. Because Japanese is not
written with spaces between words, the sentences need to
be segmented into words by a morphological analyzer. We
used chasen 2.3.3 and ipadic 2.6.3 from http:
//chasen.naist.jp
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ID Contents
A Volunteer activity by a Japanese doctor in Afghanistan
B Account books of Samurai
C Club baseball team run by a Japanese comedian
D Biography of Mozart as told by a Rakugo storyteller

Table 1: 4 TV programs that were watched

ID # sentences # words
A 916 19,396
B 775 14,546
C 762 14,461
D 770 13,534

Table 2: The properties of the corpora of reviews on
TV programs

comments on program A in Table 1, "Voluntary activ-
ity by a Japanese doctor in Afghanistan," 2 while three
other programs were used as a reference described in
subsection 4.2.2..
Topic expressions are the parts in the opinion where
the object of the opinion is mentioned as referencing
the contents of TV programs. The corpora are anno-
tated3 where the reference to the TV program contents
are made. Several sample sentences are given here
with the topic expressions indicated by the underline:
Example. I was very impressed by Dr. Nakamura’s
statement "Think from the viewpoint of other people."
Example. I was inspired by the quote "A person is
worth loving."
Example. I realized the importance of water because
it makes poor-looking soil turn green.
The properties of the topic expressions of a corpus are
shown in Table 3 in the average scores. The number
of topic expressions per sentence can be more than
one, so the average is 1.23. Furthermore, the topic ex-
pressions averagely consists of nearly six morphemes,
which shows that they are more than simple nouns but
chunks of expressions.
To observe the details of the complexity of the topic

2The program was broad-casted on July 24/2006, en-
titled "Satisfaction from knowledge." Dr. Nakamura, a
Japanese physician helped locals dig a well to obtain wa-
ter as part of volunteer work in a region of Afghanistan that
had been devastated during the war. He also ran a clinic
there. Dr. Nakamura says in an interview, “Think from
the viewpoint of other people,” “A person is worth loving,”
and “Sincerity is worth believing in.” These quotes were
partially extracted in Table 5.

3One person was asked to annotate the content-
referencing parts subjectively after watching the TV pro-
gram. The annotated corpus was the test set for the experi-
ments, and we evaluated how many of them were correctly
identified.

# topic expressions / sentence 1.23
# words / topic expression 5.94

Table 3: The properties of the topic expressions of a
corpus

expressions, we created a hierarchical thesaurus based
on (Ikehara et al., 1999) as in Figure 1, and added up
the occurrences of the elements of the thesaurus. The
reason we created the thesaurus, was to make the cat-
egories the same for both nominized expressions and
for (non-nominized) verbal expressions; we wanted to
avoid top-level branches of nouns and verbs that were
found in the original thesaurus(Ikehara et al., 1999).
Every topic expressions was extracted and assigned to
one of the leaves in the thesaurus by hand, word for
word. The breakdown of the components is shown in
Figure 2. The elements below Matter tend to compose
phrases or clauses, and comprise nearly 42% of the
parts. The statistics support our approach to extract
clauses or phrases as a whole rather than as individual
words.

Thing

Concrete Thing

Human Being

Animal

Non-animal

Abstract Thing (broad sense)

Organization or Region

Abstract Thing

Matter

State (broad sense)

State

Change

Relationship

Action or Activity

Mental Activity

Physical Activity

Figure 1: Thesaurus for classifying topic expressions

4. Methods for extracting topic expressions
We propose two types of methods and their combina-
tion to extract topic expressions. The procedure of the
proposed methods are shown in Figure 3.

4.1. Word-based extractions
Term frequency-inverse document frequency (tfidf)
were used to extract topic specific keywords. The ex-
tractions were based on words, so the amount of word
occurrences were sufficient to calculate those statis-
tics.
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Figure 2: Breakdown of topic expressions

Identifying
topic expressions

(corpora
comparison)

Extracting
chunked

expressions
(collocation
detection)

Phrase-based extractions

Word-based extractions

Keyword
detection
(tfidf)

Combination

Figure 3: Procedure for extracting topic expressions

4.2. Phrase-based extractions
The extractions based on phrases were also done. Be-
cause the phrase occurrences are not sufficient for
statistics, we used a different approach.
We first assume that there are two parts in TV show re-
views; The first types are expressions by which view-
ers express their opinions. These expressions are not
dependent on the parts of TV programs for which
comments are made. The second types are topic ex-
pressions, to which viewers express their opinions.
We herein propose a method based on techniques for
detecting collocations(Manning and Schütze, 1999)
and comparing corpora (Kilgarriff, 2001). First, we
extracted chunked expressions without parsing sen-
tences. Then, we examined whether the expressions
are general or specific on that issue.

4.2.1. Extracting chunked expressions
We chose a hypothesis testing method based on t-
statistics (Manning and Schütze, 1999) to extract
chunked expressions. The method is basically for de-
tecting collocations.
Words w1 and w2 have occurrence probabilities
P (w1), and P (w2), independently. They also have
a co-occurrence probability P (w1w2), which is the
probability that bigram w1 is followed by w2. The null

hypothesis is that the two words do not form a collo-
cation — that is, that the bigram appears by chance;

P (w1w2) = P (w1)P (w2). (1)

We performed a statistical hypothesis testing regard-
ing the probability of a certain constellation occurring.
The t statistic is calculated as:

t =
χ̄− μ√

s2

N

, (2)

where χ̄ is the sample mean, s2 is the sample vari-
ance, N is the sample size, and μ is the mean of the
distribution. In this case, the χ̄ is the bigram probabil-
ity p(w1w2), and the μ is the product of the unigram
probabilities, p(w1), and p(w2). For a multinomial
distribution, the variance s2 is approximated by small
probability p, as

s2 = p(1 − p) ≈ p. (3)

The t statistic is easily extended to calculate an arbi-
trary length n-gram:

t =
χ̄− μ√

s2

N

≈
pn(w1 · · ·wn) − p1(w

1)p1(w
n)√

pn(w1···wn)
N

(4)

Using the algorithm in Figure 4, we extracted chun-
ked expressions for up to 10-grams. The loop started
with 10-grams to detect collocations, decreasing its n-
gram length. If the detected expression was a part of
a longer expression already detected, then the shorter
one was not accepted.

for n = 10 to 2
Choose one n-gram from wn

Calculate occurrence probability pn for wn

Decompose wn to 1-gram and calculate
its product of probabilities p1
Use eq.(4) to calculate t from p1 and pn

If t exceeds significance level, accept wn

as a candidate
For all N such that N > n, if wn is a sub-string
of wN , exclude wn from the candidate
If wn remains the candidate, print it

Continue loop on wn

Continue loop on n

Figure 4: The algorithm for extracting chunked ex-
pressions.
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4.2.2. Identifying topic expressions
What was extracted with the method described in sub-
section 4.2.1. was compared to what was extracted
from reviews of other programs. Each expression ex-
tracted from reviews of non-focused programs was
subtracted from the expressions extracted from re-
views on the focused program. Because an exact
match of the phrases was too strict, we loosened the
conditions somewhat when subtracting the expres-
sions; for two n-grams and for a certain l, if sub-
sequence l-grams of the two n-grams matched for any
part, then the two n-grams were treated as a match.

4.3. Combination of word-based extractions and
phrase-based extractions

The word-based extractions and phrase-based extrac-
tions were combined. Topic specific expressions can
also be detected by a conventional term frequency-
inverse document frequency (tfidf) based method,
which is widely used in information extractions. A
threshold was used for the tfidf value, among which
the expressions were considered to be topic specific.
The unit of tfidf-based extraction is words. When the
method described in subsection 4.2. were combined
with the method in subsection 4.1., we simply added
the set of extracted expressions from both methods.

5. Experiments
Experiments were conducted using the method de-
scribed in section 4. using the manually annotated cor-
pus, which is described in section 3., as a benchmark
data.
This section describes a comparison of word-based ex-
tractions, phrase-based extractions, and a combination
of them. The baseline is the extreme case if all of the
expressions are identified as the topic expressions.

5.1. Experimental Setups
For word-based extractions, the term frequencies were
calculated with the reviews on the program A, and
the document frequencies were calculated with the re-
views on the programs B, C, and D.
For phrase-based extractions, the significance level for
the t test was set to 0.5%. The expressions were ex-
tracted by the method described in subsection 4.2.1..
The number of extracted expressions for A − D are
shown in Table 4. Some of the intermediately ex-
tracted chunked expressions as described in subsec-
tion 4.2.1. from reviews on program A are shown in
Table 5. Then, the extracted expressions were filtered
by the method described in subsection 4.2.2.. The re-
views on the programs B, C,D were used to subtract

ID # extracted expressions
A 234
B 170
C 166
D 161

Table 4: The number of extracted expressions

Occurrences t score Expressions

7 2.65 "Think from the viewpoint
of other people

10 3.16 I was impressed by
16 4.00 I thought that
12 3.46 with human and human
11 3.32 I came to think
11 3.32 I was impressed by
10 3.16 Isn’t it that
8 2.83 I imagine that
7 2.65 is worth loving
7 2.65 Is it doing that

17 4.12 I felt
16 4.00 doing
11 3.32 the importance of water
11 3.32 I had a feeling that
11 3.32 for Japanese young people

Table 5: Intermediately extracted chunked expressions
as in subsection 4.2.1. from reviews on program A.
The gray background indicates what was finally ex-
tracted by our phrase-based extraction, while the un-
derline indicates what was extracted by word-based
extraction. The expressions other people and young
people are one word in Japanese.

common expressions. The number of remaining ex-
pressions differs depending on the length, l, described
in subsection 4.2.2.. If l is three, 70 expressions re-
main, and if l is four, 25 expressions remain. We chose
l to be three, because of the deterioration in the per-
formance for other values. The remaining expressions
were identified as a topic expression, finally extracted
by phrase-based extraction. They are indicated by the
gray background in Table 5 and some more of them
alone are shown in Table 6.

5.2. Results

The number of topic expressions that were correctly
identified was evaluated. The precision, recall and F-
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Expressions
"Think from the viewpoint of other people

with human and human
is worth loving

the importance of water
to Japanese young people

the importance of
of NGO

Table 6: Identified expressions for reviews on program
A.

measure were defined as

precision =
A

A + C
, recall =

A

A + B
(5)

F-measure =
2 · precision · recall
precision + recall

, (6)

where A is the number of correctly identified topic ex-
pressions, B is the number that could not be identi-
fied, and C is the number that was misidentified. The
results with the units of words and with the units of
characters are shown in Table 7. The combination is

units word character
precision 33.41% 36.69%

Baseline recall 100% 100%
F-measure 50.09% 53.68%

Word-based
extraction

precision 55.78% 52.78%
recall 38.26% 53.67%

F-measure 45.39% 53.22%

Phrase-based
extraction

precision 59.34% 55.18%
recall 15.55% 16.93%

F-measure 24.65% 25.91%
precision 52.90% 51.66%

Combination recall 48.25% 60.48%
F-measure 50.47% 55.73%

Table 7: The results on how many expressions were
correctly identified. The baseline is the extreme case
if all of the expressions are identified as the topic ex-
pressions. The figures of precisions and recalls are
where F-measures are the best.

the best performance in F-measure. When the combi-
nation is compared to the baseline, precisions are im-
proved in the cost of recalls. If some number of sam-
ples of topic expressions are required to be extracted
from the corpus, the combination can help reduce the
number of samples of reviews.
The precision versus recall curve is shown in Fig-
ure 5, when the threshold for tfidf was varied. The
word-based extractions are indicated by a solid line,

while the combination of word-based extractions and
phrase-based extractions is indicated by a dashed line.
The combined extractions showed a better perfor-
mance.
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Figure 5: Precision-recall curve for word-based ex-
tractions, and their combination with phrase-based ex-
tractions (word units)

The curves of F-measures are shown in Figure 6. The
horizontal axis shows the number of terms above the
tfidf threshold; the maximum F-measures are shown
in Table 8. Our method combined with the tfidf-based
method outperforms the tfidf-based method alone by
2.6% to 5.0%.
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Figure 6: Curve of F-measures vs. the number of
terms extracted by word-based extractions.

unit words characters
Word-based extractions 45.39% 53.32%

Combination 50.47% 55.97%

Table 8: Maximum F-measures
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6. Discussion
Although the F-measure do not show significant dif-
ference between the experimented approaches includ-
ing baseline one, their performance is very different in
terms of precision and recall. For example, in terms
of recall, the baseline approach will perform the best,
of course, since in this approach the whole reviews are
retrieved to be scanned. Sometimes, sampling of the
reviews are effective, where precision should be taken
into consideration. In terms of precision, the phrase-
based extraction will perform the best. Thus, it can be
a good choice when one wants to quickly sample topic
expressions regardless of the recall. The word-based
extraction and its combination with phrase-based ex-
traction balance between the two extremes. Compared
to the word-based extraction, the phrase-based extrac-
tion and its combination with word-based extraction
produce results of higher readability.
Phrase-based extractions can detect the expressions as
chunks. Thus, combining them with the word-based
extractions improved the performance. Most of the
improvements occurred when functional words can-
not be detected by the word-based extractions. How-
ever, the improvements are not restricted to functional
words; For example,
word-based extractions with the people in the field
phrase-based extractions with the people in the field

the word-based extractions only extract the expres-
sion, the field 4, while phrase-based extractions ex-
tract the expressions, the people in the field. Not only
functional words like in, but also non functional words
like the people are correctly extracted. As seen in Ta-
ble 5, word-based extraction only extracts water while
phrase-based extraction extracts the importance of wa-
ter as a whole, for example. This improves the read-
ability of the topic expressions, and leads to an easy
guess of the opinion topic.
The amount of the text extracted is very different de-
pending on the method. Compared to the baseline,
the number of word count extracted by phrase-based
expression is 1.2%, while those by the combination
method is 3.7% at its best. This means, if the combi-
nation method is adopted as a system, the necessary
amount of the text to be read can be reduced to 3.7%
for similar F-measure performance as the baseline.
The method used in this study does not use a language
specific analysis, so it is considered to be language
neutral. As an experiment, only reviews in Japanese
are analyzed; however, the method is expected to be
easily applied to the other languages.

4No determiner exists in Japanese, so the field is one
word, and it can be extracted with the word-based extrac-
tions.

Our phrase-based extractions only extract expressions
that are more frequent than thresholds. So, less fre-
quent expressions are unlikely to be extracted. To ex-
tract them, we need to analyze the structure of the sen-
tence, perhaps by parsing the sentence, or by template-
based matching of the sentence, or by labeling the se-
mantic role(Kim and Hovy, 2006). Although it is not
comparable to the study(Kim and Hovy, 2006) since
the test set is different, the proposed method in this
study seems competitive to the study for the same task.

7. Conclusions and future work

We first built corpora for evaluating reviews for TV
shows. In the corpora, sentiment annotations are con-
ducted from the viewpoint of 1) opinion type clas-
sification, and 2) opinion topic identification. Opin-
ion topics are specified as topic expressions, and are
analyzed using a simplified thesaurus to make clear
how much of the topic expressions are beyond simple
nouns.
Then, we described a method for analyzing reviews on
TV shows. We proposed a method that makes use of
the characteristics of the task. The method was based
on techniques of tfidf, collocation detections, and cor-
pora comparisons. Phrase-based extractions, which
use collocation detection techniques and corpora com-
parisons, can extract expressions as chunks. As a re-
sult, many topic expressions could be extracted as a
whole. Since the phrase-based extractions are based
on statistical hypothesis testing, only the topic ex-
pressions mentioned by many reviewers are extracted,
causing a low recall. On the other hand, conventional
word-based extractions performed with a better re-
call. Finally, the combination of word-based extrac-
tions and phrase-based extractions outperformed other
methods. Experimental results suggest that extracted
expressions are reasonably identified as the opinion
topic.
Apart from the performance of topic extraction accu-
racy, the proposed method had another effect. The
combination could reduce the necessary amount of the
text to be read to 3.7%.
The experimental results show the proposed method
is effective in winnowing the topic expressions from
opinion-holding texts. Since it does not involve any
language-specific processing, there is a high chance
that the proposed method can be applied to other lan-
guages. Our future work will include seeking any syn-
ergic effect when the proposed method is combined
with other linguistic analysis-based methods, i.e. use
of syntactic parsers, semantic role labeling, etc.
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Abstract
This paper explores the extent to which intercultural differences in verbal and nonverbal feedback are manifest in text-only commu-

nications. Emoticons are the broad label for nonverbal cues often provided by writers of informal emails and newsgroup postings.

Cross-cultural differences in interpersonal communication have long been reported for face-to-face contact. This paper explores the

transference of those strategies to the visual-only domain of email text. We focus on a sampling of newsgroup discussions of politics and

science in Swedish, German, Italian and English. Analysis of other communication channels suggests that extremes of behavior should

occur for Swedish and Italian. We hypothesized on the basis of that research that Swedish news postings should be well adjusted to pro-

vision of emoticons in the absence of true visual feedback of body language, and that Italian postings should display least adjustment to

the loss of an information channel. The results were surprising in that the number of positive, negative and neutral emoticons relativized

to the total number of postings was not significantly different for Swedish and English. Interesting divergences appeared for German

(twice the positive emoticons as Swedish) and Italian, nearly (twice the negative emoticons as in Swedish). These and other results

are reported in more detail. The results can be interpreted as demonstrating a direct transfer of intercultural differences into informal

electronic communications.

KEYWORDS: emoticons, inter-cultural differences, sentiment analysis

1. Background
Allwood (1985) discusses a range of issues that interact

in inter-cultural communication that can at times lead to

communication breakdown. Interesting about noticing dif-

ferences in communication strategies, inter-culturally, is

that it points out within-culture patterns of communication

and creates questions about whether those patterns persist

across all communication channels, all other things held

equal. Among the many axes of variation, Allwood (1985)

has drawn attention to feedback mechanisms, whether sup-

plied for auditory or visual channels during interpersonal

communication. He notes that in Japanese culture, direct

eye-contact is avoided in a politeness strategy, and that au-

ditory feedback is much more the norm, even when inter-

locutors are together in person. Allwood (1999) notes that

in Swedish, too, auditory feedback is more pervasive than

visual facial feedback.

For a contrast in the other direction, it is common to re-

mark on the status of visual feedback in Italian (cf. Al-

brecht et al. (2002)); one expects an ample supply. How-

ever, the two forms of feedback are not necessarily in-

versely proportional to each other. Cerrato (2003) has com-

pared Swedish and Italian spoken dialogues for auditory

feedback and notes a vast difference in the propensity for

feedback to overlap with a primary contribution of a dialog

partner in the Italian part of the data. This is compatible

with there being longer pauses between utterances in the

Swedish data, in accounting for that difference; however,

because the analysis reported is only of transcripts, there is

no evidence that the increased auditory feedback is not also

accompanied by visual feedback as well.

Pretheoretical ideas (that is, stereotypes) of communica-

tion in various languages leads one to wonder about how

those stereotypes might transfer to alternative communi-

cation modes in which one form or other of the commu-

nication is unavailable. Thus, we here explore a topic

at the intersection of sentiment analysis and inter-cultural

studies. We have decided to examine informal electronic

communication as is constituted by newsgroup interactions.

We have focussed on text-only asynchronous communica-

tions (excluding email, blogs and multi-modal postings).

We explore whether in that category significant differences

emerge in the use of emoticons among within-linguistic

community communicators using Swedish, German, Ital-

ian and English.1 Sometimes, for convenience of expres-

sion, we will talk as if all users posting to, for example, the

.de subnet actually are German, even though it is clear that

this is not the case. A larger caveat is that while we are

referring to emoticons as if they are feedback mechanisms

simpliciter. They can, of course, be used asynchronously to

comment on a bit of text supplied by one’s correspondent,

but they are also used to indicate how one’s own sentence

should be read (perhaps with irony, perhaps as an indication

of humor, etc.) as can facial expressions accompanying ut-

terances. Strictly, these are not instances of feedback on

the words of another, but an interpretation guide for one’s

own statements.2 We are simplifying enormously to antic-

ipate that what happens during in-person communication

(lack of visual feedback leads to increased auditory feed-

back) will have a manifest analogue in a domain that lacks

1To control the data as much as possible, the English sampling

was from the .uk newsgroup hierarchy. More on these details will

emerge in §2., which discusses our methodology.
2A difference between emoticons and visually provided inter-

pretation guides is that communicators have more conscious con-

trol over emoticons than their body language.
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in-person visual and auditory feedback altogether; the writ-

ten communication permitted by newsgroups is lacking in

exactly this respect, although emoticons may prove to play

a part in the analogy.

Based on the original observations of Allwood, we antici-

pated that differences in deployment among those linguis-

tic communities would obtain. However, we did not have a

strong a priori intuition about the direction of effect. To the

extent that a hypothesis was articulated, it was that one of

the authors extrapolated from Swedes’ using more verbal

than visual communication in providing feedback during

communication in direct contact: when using a communi-

cation channel devoid of facial or aural monitoring possi-

bilities, they could be more accustomed from the outset to

using verbal cues (even if reading is inherently visual) and

thus perhaps inclined to provide textual renderings of visual

cues as emoticons,3 and perhaps relatively more so than

Italians would. That is, one possibility is that the Swedes

would be accustomed to something like emoticons already,

and that the Italians would be frustrated by the constrain-

ing medium for informal discourse. However, it seemed

equally likely that things could go in a different direction.

The results tend towards the latter prediction.

The divergence from expectations in the electronic medium

may have been easy enough to predict from the fact that

“flame wars” are fairly uniquely confined to email and news

groups, and that people are known to engage in those ver-

bal battles with such vitriol that one may find it difficult to

believe that the author is the same person one shares coffee

breaks with. However, while an e-Swede may be differ-

ent from a Swede in terms of the verbal feedback supplied,

the question explored here is whether e-Swedes differ from

Swedes in as predictable a way as do e-Italians from Ital-

ians, and so on.

We selected Swedish, Italian, English and German as lan-

guages through which to explore the actual state of af-

fairs in informal interaction through newsgroups. This

asynchronous medium is less interactive than internet chat

might be, but it can be at least as interactive as email. We

describe the method for selecting newsgroups in more de-

tail in §2. In the end, the results we present control for those

four languages, and two different sorts of topics (politics

and science). In §3. we detail the data collection and fil-

tering process in greater length. Of particular interest here

is the selection of emoticons to be considered, as discussed

in §3.2.3. We present the results and discuss their poten-

tial implications in §4. Finally, we suggest what looks most

promising as a way to proceed in inter-cultural sentiment

classification using emoticons on the basis of this work,

proposing improved interactivity metrics in §5.

2. Method
We compared the usage of emoticons in terms of rela-

tive frequency in eight newsgroups: for four languages—

English, German, Italian and Swedish—we compared two

newsgroup topics—politics and science—which we think

3Note that the verbal feedback is partial “hmmms” & such, and

not fully verbal reconstructions articulating the content of feed-

back.

are suitably contrastive in nature. The languages were cho-

sen to be plausibly at the extremes of communication using

visual feedback during in-person communication, with En-

glish and German as intermediate control languages. Given

the dominance of English as a language for newsgroup

communications, we chose English as a baseline, thinking

that trends in other languages would be at least partially

influenced by the trends there. We selected newsgroups

whose network hierarchy structure revealed their language

focus (German: .de; Italian: .it; Swedish: .se, .swnet; En-

glish: .uk). Initially we thought we would be able to survey

each of these languages using a broader range of subject

categories spanning Politics, Culture, Science, Computers

and Pets. However, in the end, only Science and Politics

had clearly representative counterparts in each language’s

news hierarchy. We recorded the source within that hierar-

chy of each news posting, but we did not analyze data by

newsgroup at any finer level of granularity than the topic

areas just named, five, reduced to two.

A set of frequently used emoticons was decided upon as

outlined in §3.2.3. We wanted to work with the emoticons

in terms of a three-way classification of them as expressing

positive feedback, negative feedback, or neutral feedback,

irrespective of context. The basic method, then, is to ex-

amine the relative frequency of the various sorts of emoti-

cons as a function of language and subject category to spot

whether there is a significant difference when taking into

account the size and interactivity of the respective news-

groups. That is, we obviously did not want to compare raw

frequency. However, we additionally wanted to know if the

use of emoticons was in any way influenced by degree of in-

teractivity in the postings. Interactivity can be operational-

ized in any number of ways: the ratio of distinct posters in a

newsgroup (which correlates with its outreach) to the total

number of postings; the average number of actual news-

group cross postings per message; the average number of

included messages in postings (this latter figure has to be

relativized to the total number of postings in the area as

there cannot be replies to more messages than there were

in the first place). The final figure is also indicative of the

depth of readership of a newsgroup in that it correlates with

the number of people actually reading each other’s posts

and taking discussion into an involved exchange of ideas.

These metrics are discussed further in §3.3. A few more

interactivity metrics are discussed in §5. It is not possible

in the context of this paper to report on all of the statistics

that are possible to extract from the dataset. The methods

here are clearly oriented towards statistical comparison of

frequency distributions rather than detailed functional anal-

ysis (cf. Allwood and Cerrato (2003)).4

3. Data
3.1. Collection & Preparation
We used two kinds of data: a collection of emoticons (dis-

cussed in §3.2.3.), and a collection of Usenet newsgroup-

postings. The postings were taken from a news-server that

4In §3.2.3., we comment on the problem of false positives in

counting emoticons. At the present time this is a source of noise

that we hope at best to estimate, and perhaps in future work, find

a compelling method to eliminate.
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has been archiving Usenet posts (excluding binaries) since

late September 2006 (the HEANET in Ireland). As a result,

we had access to a plethora of topics, but the posts repre-

sent a relatively limited time span. The dates of our final

selection range from September 2006 up to February 2008.

3.2. Treatment of the data
There has been no manipulation during the pre-processing

stage of the Usenet data, except for the automatic exclusion

of messages deemed to be spam by SpamAssassin.5 Within

the remaining hierarchy, postings to subgroups were col-

lected into a single directory for the topic, recording the

original group submission.

3.2.1. Parsing the data
Newsgroup messages consist of two parts, a Header and a

Body. The header contains meta information only, such as

who posted the message, to which group(s) was the mes-

sage posted at what date and time, did the message start a

new thread or was it a reply to other messages, etc6. Each of

the messages not previously classified as spam (see §3.2.)

was parsed once, extracting both Header and Body data,

which was stored in a database (see §3.2.2.).

The data in the body is the actual text that forms a Usenet

post, and from this we counted the number of tokens for

later use, but most importantly, we used a regular expres-

sion to match and count the emoticons in the text. Creating

a regular expression which yielded no false positives but

which did not miss any emoticons in the text at the same

time proved difficult, so we opted for an approach were

we used a regular expression that we allowed to match all

emoticons, but which should not miss any of the emoticons

in a text. This approach yielded a number of false posi-

tives addition to the list of possible emoticons (candidates),

which was subsequently filtered by comparing each emoti-

con candidate to our previously constructed list of emoti-

cons. If it did not occur in that list it was considered a false

positive, and if it did occur we assumed it to be an emoticon

and its occurrence was registered in the database, linked to

the message being analyzed. We believe that this allowed

us to find almost all if not all emoticons in the text, while

the check for previously defined emoticons filtered out false

positives. Given the large number of posts (396187), man-

ually checking for false positives was not possible, and we

are aware that a large number of false positives was stored

in the database this way (see §3.2.3. for details on our ac-

curacy). For example, the emoticons >:-) and :-) are rather

similar. However, when a poster replies to a message, the

message lines beloning to the messages being replied to are

preceded with a > character. This, combined with a poster

placing an emoticon like :-) alone on a line, will lead to

that line being stored in a reply to that message as >:-). So

while the first match was :-), the second time this emoticon

is seen as >:-). Our classification of emoticons in the cat-

5http://spamassassin.apache.org/ — Last veri-

fied March, 2008
6For a detailed, technical description of the structure of Usenet

messages, see the official specification (RFC1036): http://
www.w3.org/Protocols/rfc1036/rfc1036.html —

Last verified March, 2008

egories Positive, Neutral or Negative smoothed out many

if not most of such situations, e.g. >:-) and :-) are both

marked Positive, thus often resulting in the same outcome.

3.2.2. Database
Data was parsed into a MySQL database, rather than be-

ing analyzed in any on-line processing strategy. Our aim

was to gather as much information from the postings while

parsing them only once, and then be able to gather statisti-

cal summaries from the database without going through the

files again. This is useful for repeated exploratory analysis.

3.2.3. Emoticons
We compiled a list of 2,161 unique emoticons, by com-

bining emoticons taken from two web sources.7 To this

list we added three more: “!!!”, “???” and “!?!?”. These

last three represented “grouping” emoticons, aggregating if

strings would be encountered in a message consisting of

three or more consecutive characters being either all excla-

mation marks, or all question marks, or a mixture of those

two characters, respectively.

To allow for classification of emotion in the Usenet mes-

sages later on, the authors classified all emoticons in our

collection by assigning exactly one of three possible labels

to them via a web interface (see Fig. 1). The procedure for

tagging the emoticons was as follows: the interface would

retrieve a hitherto unclassified emoticon from the database,

the user would then tag it as probably representing a pos-

itive, neutral or negative emotion by clicking on POS, ???

or NEG, respectively. The tag “???”, was used both for

emoticons deemed neutral as well as ambiguous by the au-

thors. Submitting this choice would store that label for the

emoticon at hand and then another, still unclassified emoti-

con was be retrieved for tagging. This cycle continued until

there were no unclassified emoticons left. The total set of

emoticons was thus tagged by two authors, but each emoti-

con was tagged only once. 8

Classification of the emoticons into three aggregate classes

is not a straightforward task since there is a strong argu-

ment that if anyone has bothered to type out an emoticon at

all, then it is an indication of positive sentiment in the first

place, even if it is not readily perceptible as a smiling face.9

Separately, there is the issue that some of the non-textual

components of the files constructed out of ASCII charac-

ters are better described as ASCII-art or flourishes than as

emoticons. Examples are provided below.

We did not expect to encounter all emoticons in the

database in our corpus, as some emoticons (e.g. Figure 2)

seem to be meant as ASCII art rather than carriers of emo-

tion only. Since these emoticons could be used as state-

7One source was http://www.gte.us.es/˜chavez/
Ascii/smileys.txt — last verified on March, 2008. The

other was http://www.windweaver.com/emoticon.
htm — last verified on March, 2008. Both sites supplied descrip-

tions as well as the emoticons themselves.
8No comparisons were carried out to check for classification

consistency; however, in post classification debriefing the authors

identified that the same rating strategy was used independently.
9We have classified frowning smiles as negative (see §3.2.3.),

but a frown placed in a location that suggests sympathy is indica-

tive of positive sentiment.
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Figure 1: Emoticon Classification Interface

ments of emotion nevertheless, we classified all emoticons

that we had. In the case of emoticons that were tanta-

mount to art or graffiti, we classified them as neutral, even

though their meaning could be seen as ambiguous. In cases

where the emoticon’s sentiment was obvious only from

the accompanying text, it too was rated as neutral. In the

end,the 2,164 emoticons that we recognized were divided

into three groups of 668 positive, 419 negative and 1,077

neutral emoticons. Parsing the postings showed, however,

that only on the order of 100 emoticons were actually used

as such in the corpus.

( ( ()∼∼∼∼∼∼∼ ,=;=;=;=;=;=;=O∼

Figure 2: ASCII Art: Taking a Smoke Break & Centipede.

A problem related to instances of ASCII art is the realized

potential in our data set for false positives. Because we be-

gan with such a large list of emoticons, we were bound to

have a large number of emoticons that were drawn from

symbols actually just used as text delimiters, either auto-

matically imposed by a news reader or inclusion of a thread

of message with quoting text indicators, or through the for-

matting of text by a user which left in a state that had mark-

ing consistent with there being an emoticon, but for which

the marking was not intended as an emoticon. Some exam-

ples of these, and demonstration from the original text that

these would be realized as false positives by an automatic

token seeker is provided below. In (1) and (2) one can see

examples of text sequences that are plausibly construed as

emoticons using > as a particular kind of hairdo, frown or

smile. However, (3) and (4), respectively, show that the

actual occurrences of these were unlikely to have been the

intended emoticon use, where a complicating factor for (1)

is that although it is an example of an emoticon as it oc-

curs in our database, it is shown in (3) as the result of the

concatenation of the > character denoting that this line is

(part of) a text being replied to and the emoticon “:-)”. So

although (1) is a valid emoticon match for (3), the actual

emoticon used was :-). The authors regard cases like these,

too, to be false positives.

(1) >:-)

(2) =>

(3) > Charlie R wrote:

. . .

Politics

Language Avg. TP Avg. FP Accuracy

Swedish 1.6250 0.7500 0.9963

German 1.0909 0.1818 0.9996

Italian 1.7132 0.2353 0.9987

English 1.2063 0.8730 0.9974

Science

Language Avg. TP Avg. FP Accuracy

Swedish 0.3636 2.0000 0.9835

German 1.0870 0.8478 0.9943

Italian 1.3478 0.4348 0.9951

English 1.3529 0.4118 0.9951

Table 1: Average True and False Positives & Accuracy for

400 Random Samples of Postings

>:-) men du får hålla med om att det är någonting sjukt

med dessa

(4) Re: => Bu$h LIED about Rumsfeld - GAVE ELEC-

TIONS to the DEMOCRATS <= thank’s idiot chimp!

Given the scale of the data set even with just two topic areas

and four languages as reported in Table 2, it is impossible to

set about removing false positives classifications from the

counts reported below. However, we can provide an esti-

mate of the False Positive Rate as a measure of error asso-

ciated with the frequencies and averages that we do report.

To do this we randomly sampled 400 messages (approx.

0.1%) from the messages in which our parser (described

in §3.2.1.) found at least one emoticon. The samples were

taken of each of the eight categories and report the average

True Positives (TP), the average False Positives (FP) and

the average of a composite accuracy rate as described in

(Fawcett, 2006). We wanted to use stratified random sam-

pling, but given the large differences in numbers that make

up the largest and the smallest categories, we feared that the

smallest categories would be under represented, or perhaps

not represented at all in a random selection of postings. To

prevent underrepresented categories, our sampling strategy

was to start by randomly selecting 20 samples from each

language, evenly divided over “Politics” and “Science”. In

addition to these 80 samples, 320 more where chosen at

random without language and topic constraints.

The results, ordered by language and topic, are in Table 1,

where the cell-contents indicate the average true and false

positives (TP & FP) and the accuracy(Fawcett, 2006).

3.3. Description of the Data
To give an idea of the size and contents of our corpus, we

present some summarizing statistics. To make comparisons

possible across languages and topic areas, it is necessary

to keep track of the total traffic volume; this is depicted in

Table 2. This is included here in order to provide a picture

of the scale of the data at stake (after spam has been re-

moved), and to demonstrate the uneven balance of postings

across categories. More fine grained descriptive statistics

are provided in §4.1.
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It is also useful to have a general image of interactiv-

ity across the categories analyzed, before identifying how

use of emoticons (positive, negative or ambiguous) varies

across those categories. One way to measure interactivity

is in terms of the number of distinct posters responsible for

the postings in the category. Thus, we record, in addition to

the number of postings, the average number of postings per

individual (APPI). See Table 2.

Language Topic Messages APPI ANR

Swedish Politics 18225 23.13 0.2177

Swedish Science 814 5.73 0.1818

Sum: 19039

German Politics 933 3.30 0.1565

German Science 75230 12.72 0.0988

Sum: 76163

Italian Politics 173672 32.94 0.0986

Italian Science 32117 5.97 0.0908

Sum: 205789

English Politics 81635 10.90 0.2107

English Science 13561 10.66 0.1036

Sum: 95196

Overall Sum: 396187

Table 2: Messages per language per topic

Swedish and Italian political discussions appear to involve

the greatest levels of interactivity on this measure. German

political discourse shows the least interactivity and Italian

and Swedish science discussion show quite little. These

comparisons are relative to the English baseline, where in-

teractivity between science and politics turns out equal.

However, this is a coarse grained metric of interactivity as it

does not account for whether posters have read each other’s

texts, only the volume of traffic and posters.

A separate measure of interactivity is in cross postings —

a cross-posting may become visible from one group to an-

other for a reader who reads the second only, and not the

first. Thus, cross-postings have an effect of increasing vis-

ibility of postings. This is not a value that we recorded

in this experiment. We are not at present certain how to

take mere visibility into account in measuring interactiv-

ity. There is a binary distinction for each posting: it is ei-

ther a new posting or a reply. This makes it useful to track

the average number of new postings per poster (which is a

slightly less interactive occupation than replying to an ex-

isting posting) and also the average number of reply post-

ings per poster. This number provides a useful view on

interactivity within a group. The data here, shown in Ta-

ble 3, indicates that there are in general substantially more

postings that are new than there are replies: when the ratio

exceeds the value one, then there is relatively low direct in-

teractivity in terms of posters replying to existing postings.

However, this does not mean that the postings are in com-

plete isolation. Individuals can be reading messages and

sending replies to them without marking them through the

system as replies. Nonetheless, those sorts of replies are

not directly measurable, as again, that sort of interactivity

hinges on greater depth of textual analysis to uncover arti-

Language Subject NewPosts Replies NP/R Ratio

Swedish Politics 11599 6626 1.75

Swedish Science 769 45 17.09

German Politics 580 353 1.64

German Science 45080 30150 1.50

Italian Politics 133592 40080 3.33

Italian Science 20498 11619 1.76

English Politics 60276 21359 2.82

English Science 10515 3046 3.45

Table 3: Ratio of New Postings to Replies

facts of visibility of instigating messages within follow-on

postings that are not replies.

Here, again, Swedish and Italian have markedly different

values for this measure between discussions on politics and

science — within Swedish postings, they differ by about

a factor 10, while in Italian the difference is only nearly a

factor 2. No obvious pattern emerges. If there are patterns,

then they are not detectible with this metric in our dataset

(which could be too small for such discoveries in terms of

comparisons of both languages and topics). Although the

NP/R outlier of 17.09 in Swedish Science postings is re-

markable, this could possibly be due to the small number

of posts in that category, combined with a small number of

enthusiastic thread-starters.

A final measure of interactivity that we address is exam-

ining the average number of messages referred to (ANR)

in any message, as shown in the ANR column in Table 2.

This is operationalized from the message header rather than

from the body of the message: a fully new message can

easily make reference to a message that “someone posted

about a year ago” without it being a reference that is tracked

in the header of the posting by the news-reader.10 The post-

ing references that are recorded in the message header par-

tially indicate an amount of the discussion “thread” at the

point of writing. It is only partial because someone can

reply to a note at any point along in the thread, creating

branches, and users can also interfere with the information

recorded there. Another caveat is that the official protocol11

used by ISP’s to exchange Usenet messages states that “It is

permissible to not include the entire previous ‘References’

line if it is too long. An attempt should be made to include

a reasonable number of backwards references.” We see no

way of knowing how many references have been removed12

by ISP’s without doing a full text analysis, which is beyond

the scope of this experiment.

Thus, the information isn’t a complete picture of thread in-

teractivity, however, it does give some indication of how

10Conversely, a message that is a reply to a posting may be

marked as such in the header, but not include mention of the prior

posting anywhere in the message body.
11For a detailed, technical description of the structure of Usenet

messages, see the official specification (RFC1036): http://
www.w3.org/Protocols/rfc1036/rfc1036.html —

Last verified March, 2008.
12The largest number of references observed in our data was

30.
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long conversations on a topic last before new threads are

created. The fact of a thread existing is less rich a notion of

interactivity than an estimate of average thread length for

a group. Longer threads are more interactive because they

often reflect group discussion rather than single individual

comment and reply sequences (although threads can consist

of strictly dialog as well as n-alog).

Table 4 shows the average number of word-level tokens per

posting per language. Again, we do not think it possible

to reliably determine the interactivity between posters by

comparing the average tokens per message to the amount

of added tokens per reply without doing a full text analysis,

because users are free to edit and remove (parts of) the texts

that they reply to. Still, Tables 4, 5 and 6 are provided to

show some differences between posts given their language

and topic in our corpus.

We attempt to provide a broad view on interactivity, so we

comment on the relation between interactivity and emoti-

con use. This is done by reporting on two types of correla-

tions, each based on an interactivity measure discussed pre-

viously. Section 4.4.2. discusses the correlations between

the number of messages referred to in messages (see §3.3.

& Table 2) and the three types of emoticon categories (posi-

tive, negative, & ambiguous), followed by a similar discus-

sion but now based on the correlations between the message

length, measured in tokens13, and the three emoticon types.

Language Avg. Tokens per Message

Swedish 253.84

German 193.70

Italian 166.92

English 275.03

Table 4: Avg. Tokens per Message per Language

Topic Messages Avg. Tokens per Message

Politics 274465 208.51

Science 121722 188.04

Overall Sum: 396187 Overall Avg.: 202.2218

Table 5: Messages & Avg. Tokens per Message per Topic

4. Results & Discussion
4.1. General findings
Swedish, Italian and English do not make significantly dif-

ferent use of emoticons in terms of the percentage of post-

ings with them, as Table 7 shows. German had relatively

more postings with emoticons than the other languages.

Among the postings that had emoticons in them, Table 8

shows the average number of emoticons per posting, as well

as the standard deviation. A factor that would interact with

13We use the term “token” for sequences of letters of the alpha-

bet individuated by spaces, line termini, or punctuation. Emoti-

cons were not considered to be tokens.

Language Topic Avg. Tokens per Message

Swedish Politics 249.34

Swedish Science 354.44

German Politics 270.99

German Science 192.74

Italian Politics 163.80

Italian Science 183.81

English Politics 293.80

English Science 162.03

Table 6: Avg. Tokens per Message per Language per Topic

Language Emoticons No Emoticons % With

Swedish 4064 14975 21.3%

German 21294 54869 28.0%

Italian 46931 158858 22.8%

English 18327 75869 19.5%

Table 7: Number of Postings With and Without Emoticons

the number of possible emoticons per posting is the aver-

age message length.14 The standard deviations reported in

Table 9 demonstrate that the data is skewed on this mea-

sure. Several of the emoticons we have observed may have

been counted in the other posts of that thread. As messages

can include entire posting histories, longer messages with

many messages included from a thread of communication

are more likely to contain emoticons than shorter ones. Ta-

ble 10 shows the averages and standard deviations in terms

of tokens per message with all postings, so including mes-

sages without Emoticons.

As message length is comprised of two variables, one being

how much an individual adds to the length of a message,

and the other how many (parts of) messages on average are

included in replies, it is hard to draw conclusions in terms

of interaction from these figures.

4.2. Differences Per Language
Table 11 shows that just under half the emoticons used by

the Swedish writers were externally classified as positive,

while exactly half of the Italian emoticons were negative.

The remainder of the Swedish texts were evenly split be-

tween negative and ambiguous categorizations, while two

thirds of the remainder for the Italian writers were posi-

tive, and only 16% ambiguous. The German data patterned

roughly with the Swedish data: a preponderance of pos-

itive emoticons (65% of those used), with the remainder

essentially evenly split between negative an neutral. The

English texts showed the same trend but with only 40% of

the emoticons being positive.

The results in Table 12 show that the number of positive,

negative and neutral emoticons relativized to total num-

ber of postings was not significantly different for Swedish

and English. Interesting divergences appeared for German,

where there are twice the ratio of positive emoticons to

14We found no convincing correlations between use of emoti-

cons (positive, negative or neutral) and message length, cf. §4.4.2.
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Language Average St. Dev. (σ)

Swedish 1.5182 2.9755

German 1.5061 1.5899

Italian 1.5563 1.5563

English 1.6548 1.6548

Table 8: Frequency of Emoticons per Posting with at Least

One Emoticon

Language Average St. Dev. (σ)

Swedish 354.2 630.4

German 279.2 1332.6

Italian 338.7 751.2

English 538.7 1513.9

Table 9: Average Tokens per Message with at Least One

Emoticon

postings as in Swedish and Italian, while the ratio of nega-

tive emoticons per posting is twice that of Swedish.

4.3. Differences Per Topic
Analyzing the differences by topic reveals that many of

the within language differences may have explanations that

hinge less on inter-cultural differences in comment and

feedback mechanisms. Table 13 and Table 14 illustrate this.

Over half of the emoticons used in science discussions in

Italian are positive, but a greater majority of the emoticons

used in politics discussions are negative. In the case of sci-

ence, the remainder is evenly split, and in the case of Italian,

two-thirds is positive and the final portion is ambiguous. In

German, politics is more or less evenly divided across the

categories, but in science, the emoticons are 65% positive.

The English pattern is much the same as the German pat-

tern. The Swedish pattern for science is overwhelmingly

(67%) towards ambiguous emoticons, with a roughly even

split between positive and negative for the remainder; how-

ever, for politics the Swedish emoticons are just under half

(48%) positive, with the remainder evenly split. These mea-

sures are all based on the distribution of positive negative

and ambiguous emoticons among the emoticons actually

used. It remains to consider those distributions relative to

the number of postings in each category: Tables 15 and 16

are the counterparts of Tables 13 and 14 but are derived

from the data summarized in Table 12 rather then Table

11. If the tables are compared per topic, we can see that

they show the same patterns, and the differences seem to

be in scale only, although the scales do differ a bit between

groups. The rows displaying the data for English show the

only remarkable difference between the topics.

4.4. Differences Per Levels of Interactivity
4.4.1. Number of Posters
Table 2 indicated by language and topic area what the av-

erage number of postings per news poster is. This supplied

one metric of activity within a newsgroup. The higher the

average, the more involved the posters are. The Italians

(32.94 messages per poster) and Swedes (23.13 messages

Language Average St. Dev. (σ)

Swedish 226.6 408.0

German 184.2 724.5

Italian 262.3 436.9

English 307.5 794.5

Table 10: Average Tokens per Message Overall

Language Positive Negative Ambiguous

Swedish 0.46 0.27 0.27

German 0.65 0.16 0.19

Italian 0.34 0.50 0.16

English 0.40 0.30 0.30

Table 11: Ratio of Emoticon Type to Total Emoticons, by

Language

per poster (mpp)) were most active in discussing politics.

The English had the same average number of postings in

politics and in science (just under 11 mpp). Separately,

we have shown the use of positive, negative, and ambigu-

ous emoticons by language and subject area. The Germans

were least active in posting on politics (3.30 mpp). Re-

call that the German and English use of emoticons in poli-

tics was balanced across the three categories. Swedish and

Italian both demonstrated high activity in politics, and the

Swedish postings tended towards positive emoticons (48%

of them), while the Italian postings tended towards negative

(57%). This seems to represent a bona fide inter-cultural

difference in emoticon use in political discussion.

In scientific newsgroups there was not a significant differ-

ence in average postings per person betwen the English

(10.66) and the Germans (12.72), although the German

rate indicated the highest level of activity. Recall that the

German also exhibited the largest proportion of positive

emoticon use (65%) in this category, and English followed

closely behind (60%). The main difference between Ger-

man and English was that the remainder for English fo-

cused on negative emoticons at twice the rate of ambiguous

ones (26% to 14%) while the german data was more evenly

balanced (16% to 19%). Italians (5.97 mpp) and Swedes

(5.73 mpp) had the least activity in this subject area, but a

comparable amount. Again there was a stark difference.

Here, the Italian emoticons were more than half (53%)

positive and the remainder closely split between negative

(25%) and ambiguous (22%), while Swedish emoticons

were mostly ambiguous (67%), with the remainder closely

divided between positive (14%) and negative (19%). The

generalization appears to be that the German and English

postings are about the same in their use of emoticons, while

Swedish and Italian postings differ sharply. Italian postings

exhibit distinctively positive emoticon distributions for sci-

entific discussion and negative emoticon distributions for

political discussions. Swedish postings tend towards the

positive in political discussions, but tend to be overwhelm-

ingly more ambiguous in scientific discussions. All of these

considerations, of course, are relativized to the particular
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Language Positive Negative Ambiguous

Swedish 0.18 0.11 0.10

German 0.36 0.09 0.10

Italian 0.15 0.22 0.07

English 0.16 0.12 0.12

Table 12: Ratio of Emoticon Type to Total Postings, Rela-

tivized to Total Postings, by Language

Science

Language Positive Negative Ambiguous

Swedish 0.14 0.19 0.67

German 0.65 0.16 0.19

Italian 0.53 0.25 0.22

English 0.60 0.26 0.14

Table 13: Ratio of Emoticon Type to Total Emoticons, by

Language, for Science

corpus that we tested on. One can imagine that politics is

sensitive to the temporal span of testing, in any case. The

question is how the findings here would transfer to other

temporal spans, or if this one contained unique features that

would spark positive feelings in Sweden and negative ones

in Italy, and such that the results are not transferable.

4.4.2. Exchange Length
Our final measurements were aimed at identifying correla-

tions between interactivity and the use of emoticons. Here

we consider two different ways of measuring levels of inter-

activity and consider the correlation between overall emoti-

con use and the interactivity measures. We show first the re-

lation between each, and overall emoticon use and the use

of emoticons within each of the three levels of polarity. We

then show the correlation between the two measures of in-

teractivity in terms of length of exchange, measures which

prove to be independent.

Because emoticons were not counted as tokens (see §3.2.1.

and Tables 8 & 9), the message length in tokens and the

number of references in messages were both treated as in-

dependent variables with respect to the emoticon counts.

The correlation between message length as measured by

token count and total use of emoticons was 0.090, (p <
0.0001, two-tailed). The correlation between the number

of positive emoticons (N = 50017) in a message and the

message length was 0.093 (p < 0.0001, two-tailed). For

the negative emoticons (N = 39753) there also is a very

weak correlation, r = 0.078, between message length and

emoticon count, but still significantly so (p < 0.0001,

two-tailed). The strongest correlation (r = 0.151), a

very weak positive correlation, can be reported for neutral

emoticons (N = 11808) when paired with message length

(p < 0.0001, two-tailed). Thus, message length has no

overall correlation with emoticon use, but a weakly posi-

tive correlation with use of neutral emoticons.

Using the other index of interactivity, the number of refer-

ences to other messages retained in a posting’s header, we

found an insignificant (p < 0.1346, two-sided) marginally

Politics

Language Positive Negative Ambiguous

Swedish 0.48 0.28 0.24

German 0.34 0.34 0.31

Italian 0.28 0.57 0.15

English 0.37 0.31 0.32

Table 14: Ratio of Emoticon Type to Total Emoticons, by

Language, for Politics

Science

Language Positive Negative Ambiguous

Swedish 0.08 0.12 0.40

German 0.36 0.09 0.10

Italian 0.33 0.16 0.14

English 0.17 0.07 0.04

Table 15: Ratio of Emoticon Type to Total Postings, by

Language, for Science

negative correlation with overall use of emoticons (r =
−0.004). Within that, for the number of positive emoti-

cons and the number of messages referred to we found

r = 0.075, a marginally positive correlation. Use of

negative emoticons had a negligible negative correlation

(r = −0.009) with number of references that did not

reach significance (p < 0.031, two-tailed). Finally, neu-

tral emoticons had a similar correlation with the number of

references, but with even less significance (r = −0.004,

p < 0.3468, two-tailed). On this measure of interactivity,

as well, there is essentially zero correlation between emoti-

con use and interactivity.

The two measures of interactivity are overall message

length as determined by the number of alphabetic tokens

(that is, exclusive of emoticons), and the number of prior

messages referred to in the posting headers. The correla-

tion between these two variables was 0.008 (p < 0.0070
two-tailed). The significant lack of correlation suggests

that these two variables are independent, and thus cannot

stand proxy for each other as indices of interactivity. We

conclude that there is no correlation of interest in the com-

parisions we made, and therefore that emoticon use is not

a suitable indicator for interactivity given either of these

independent metrics. It remains to examine the actual pat-

terns of interaction more explicitly to determine if a sub-

stantial relationship exists there. However, if the results for

these two independent metrics of interactivity transfer, then

one might be inclined to conclude that emoticon use does

not increase as a function of interactivity in communica-

tion, except for the use of neutral emoticons where there is

a weak positive correlation with length of contribution in

this style of electronic communication.

5. Conclusions & Further Work
This paper represents a small contribution to research in-

volving emoticons. Much other work uses emoticons

to classify overall sentiment of documents (Read, 2005;
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Politics

Language Positive Negative Ambiguous

Swedish 0.18 0.11 0.09

German 0.12 0.12 0.11

Italian 0.11 0.23 0.06

English 0.15 0.13 0.13

Table 16: Ratio of Emoticon Type to Total Postings, by

Language, for Politics

Suzuki et al., 2006; Neviarouskaya et al., 2007) or to asso-

ciate emoticons with words in texts (Nicolov et al., 2008).

The work reported here are our initial experiments in at-

tempting to analyze inter-cultural differences in emoticon

use. Clearly, this is just the tip of the iceberg in analyz-

ing inter-cultural differences in expressing sentiment using

emoticons in on-line asynchronous communication.

Other forms of sentiment would also be very interesting to

monitor, such as lexicalized and idiomatic politeness mark-

ers, cross-linguistically. We have seen that a major pitfall

that such research faces is in properly aligning newsgroups

across languages into the same topical domain.

To increase the accuracy when reporting results of research

like this, more work on the analysis of interactivity needs

to be carried out. We are thinking along the lines of token

count variance in threads, as that could indicate how much

new tokens are added and cited with each reply, but we

are also considering a method tailored to individual posters

where we analyze how often a poster starts a new thread

(not interaction yet, but a necessary first step), how often

on average a poster replies to treads in which he has not

yet participated (moderate interaction). Also, it could be

interesting to include time stamp analyses of posts to get a

measure of interactivity; less time between posts could in-

dicate a more lively debate. A final measure could perhaps

make use of data on how often average posters actively en-

gage in discourse by replying more than once to the same

thread, possibly taking into account who take part in the

discussions; this is based on the thought that multiple in-

teractions with the same people can be more social than

multiple brushes with new individuals all the time.

The authors would like to add to the methods used to an-

alyze postings more accurate parsing methods, allowing

at least for the separate parsing of the parts of the mes-

sage(s) that form cited parts of postings versus the added

response(s) by a poster. It will probably prove very diffi-

cult to keep track of the origins of the lines forming a cition

from previous messages, since even with access to a com-

plete collection of postings, there is always the added dif-

ficulty that individual users could have edited “cited” lines,

making the tracing and recognition proces inaccurate and

time consuming.

A different avenue potentially worth pursuing, related to

interactivity but explicitly acknowledging external influ-

ences, could take the shape of a cross cultural comparison

of responses to, for instance, current events made available

by (online) news sources.
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Now you see them, now you don’t: Lexicalised metaphors in translation 

Margaret Rogers,
Centre for Translation Studies, 

University of Surrey, Guildford, Surrey, UK.  GU2 5XH 
m.rogers@surrey.ac.uk

Abstract (only) 
Early work within the relatively new discipline of Translation Studies suggested that 
metaphorically derived polysemous senses of codified words should no longer be 
considered as metaphors (Dagut 1976). Words such as ‘foot’ (of the mountain), ‘arm’ (of 
an organisation), ‘leg’ (support for material and immaterial objects in general), ‘head’ (on 
beer), and so on, would not, under this understanding, be considered to be metaphorical. 
But if such figurative senses are excluded from an analysis of metaphorical patternings, 
then important insights into the ways in which different languages map objects (both 
material and immaterial) may be lost. It is well known, for instance, that translation 
equivalents–here understood as dictionary equivalents–do not necessarily reflect the 
metaphorisation patterns of other languages. So in German, for instance, literal:figurative 
lexical patterns are different from those in English: ‘arm’ is Arm (literal: body part) or Ast
(figurative: part of an organisation; literally ‘branch’), ‘head’ is Kopf (literal: body part) 
or Blume (figurative: foamy layer on beer; literally ‘flower’). This suggests that the 
underlying conceptual metaphors (Lakoff & Johnson 1980) by which different cultures 
linguistically map aspects of the world are also different.

One of the differences claimed to distinguish terms, as the linguistic expression of 
knowledge-rich specialised concepts, from general-purpose lexical items or words, is that 
terms are purely denotative and words both denotative and connotative (cf. for example, 
Felber 1984:98 for a categorical view). Other views emphasise the importance of 
metaphorisation as a means of facilitating understanding of evolving domains in which 
‘[t]he proof and results of metaphorical thinking are in the metaphorical lexicalisations’ 
(Temmerman 2000:156). These very different views reveal philosophically contrasting 
approaches: on the one hand, terms are seen as linguistic designations of an objective 
reality, while on the other hand, terms are seen as the outcome of experiential human 
attempts to understand and order the world. In this paper, it will be argued that a 
translational perspective on metaphor—including equivalence patterns of codified words 
and terms—can potentially reveal alternative conceptions of domains in the lexical 
patternings found in special-language texts. Illustrations will be drawn from parallel texts 
in the field of economics, focusing on German and English. 
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Detecting Uncertainty in Spoken Dialogues: An explorative research to the 
automatic detection of a speakers’ uncertainty by using prosodic markers 
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Abstract 
This paper reports results in automatic detection of speakers uncertainty in spoken dialogues by using prosodic markers. For 
this purpose a substantial part of the AMI corpus (a multi-modal multi-party meeting corpus) has been selected and converted 
to a suitable format so its data could be analyzed for selected prosodic features. In the absence of relevant stance annotations
on (un)certainty, lexical markers (hedges) have been used to mark utterances as either certain, or uncertain. Results show that
prosodic features can indeed be used to detect speaker uncertainty in spoken dialogues. The classifiers can distinguish 
uncertain from neutral utterances with an accuracy of 75% which is 25% over the baseline. 

1. Introduction 
Each utterance we make comes with a particular 
degree of certainty we have about the state of affairs 
that is described in our utterance actually holding. 
We may feel reasonably confident or rather hesitant 
about whether there is any truth in what we are 
saying. We often express this degree of certainty in 
what we are saying through hedges (“I think”), 
modal verbs (“might”), adverbs (“probably”), tone 
of voice, intonation, hesitations. We can accompany 
the speech with gestures and facial expressions that 
can express the same hesitant or confident state of 
mind. This research will focus on the prosodic 
features of speech and will try to develop a method to 
automatically classify speech as being (un)certain. 
The purpose of this research is to (automatically) 
measure one’s belief (or confidence or 
self-conviction) in the correctness of a certain 
utterance. Even when the definition of uncertainty is 
clear, the question remains how to state the degree of 
uncertainty? Is it certain or uncertain or are there 
shades of gray in between? And if so, how do we 
state them?   

2. Related Works 
Although uncertainty can be detected by both visual 
and non-visual means this research, and the 
overview of the related work, will focus on the 
non-visual aspects of the detection of (un)certainty. 

2. Defining (un)certainty 
People’s ability to accurately assess and monitor 
their own knowledge has been called the ‘feeling of 
knowing’ or FOK by Hart [1]. Many experiments on 

this area are based on question-answering where 
respondents must answer certain (knowledge) 
questions and assess whether their answer is likely to 
be correct. A study by Smith and Clark [2] 
investigated FOK in a conversational setting and 
followed the method mentioned above. Respondents 
were asked to answer general knowledge questions, 
then estimated their FOK about these questions and 
finally were tested on their ability to recognize the 
correct answer. They found that FOK was positively 
correlated with recognition and with response 
latency when retrieval failed and negatively 
correlated when retrieval succeeded. Another study 
by Brennan and Williams [3] used the research of 
Smith and Clark and in addition researched the 
sensitivity of listeners to the intonation of answers, 
latencies to responses and the form of non-answers. 
When looking at the ‘feeling of another’s knowing’ 
or FOAK, Brennan and Williams state a listener can 
use several different sources of information to 
evaluate a respondent’s knowledge: 
• His own knowledge  
• Assess the difficulty of the question for the 
average person or for the typical member of a 
particular community and use that information to 
judge a respondent’s confidence. 
• Information from their shared physical 
environment and from immediately previous 
conversation (“mutual knowledge”). 
• Information about the respondent’s ability or 
previous performance 
• Paralinguistic information displayed in the 
surface features of respondent’s responses 
(intonation, latency to response). 
In their experiments they concentrated on the 
paralinguistic information available. The result of 
their experiments supports the interactive model of 
question-answering   and   shows    the    display    of 
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respondent’s metacognitive states when searching 
their memories for an answer. Another conclusion 
which can be made based on their research is the 
ability of listeners to use these cues. Their FOAK 
was affected by the intonation of answers, the form 
of non-answers and the latency to response (e.g. a 
rising intonation often accompanied a wrong 
answer). 
Krahmer and Swerts[4] describe experiments with 
adults and children on signaling and detecting of 
uncertainty in audiovisual speech. They found that 
when adults feel uncertain about their answer they 
more likely produce filled pauses, delays and higher 
intonation (as well as some visual signals, such as 
eyebrow movements, and smiles).  For child 
speakers similar results are measured but less 
prominent. The children in this experiment were 
aged 7-8, which is younger than the children in 
Rowlands study[5], who were over 10. (see next 
subsection). Age matters: Krahmer and Swerts 
suggest that young children do not signal 
uncertainty in the way adults and older children do 
because they care less about self-presentation than 
adults. Our study is about adult subjects only. 
2.2 Linguistic pointers to uncertainty 
Knowledge questions can be seen as ‘testing 
questions’ where the focus may not be on revealing 
the truth but rather on exposing ignorance and thus 
adding pressure to the speaker, making him nervous 
and uncertain; see Ainley’s study[6]. Since a 
common perception about mathematical 
propositions is that they are either right or wrong, 
Rowland analyses transcripts of interviews with 
children focused on mathematical tasks and looks at 
the children’s use of language to shield themselves 
against accusation of error [5]. According to his 
research children tend to use a certain category of 
words (called hedges) which are associated with 
uncertainty. These hedges are further divided in 
different types: 
� Shield 

o Plausibility shield (I think, maybe, 
probably) 

o Attribution shield (According to, says...) 
� Approximators 

o Rounders (About, around, 
approximately) 

o Adaptor (A little bit, somewhat, fairly) 
While some hedges are obvious shields to ‘failure’ 
others are more elusive and require some contextual 
information. For example, the word ‘about’ may be 
a shield when used in combination with a number 

(e.g. ‘there live about 150 thousand people in 
Enschede’) but is no such thing when used in a 
sentence like ‘the story is about a small boy’. 
Another research which looks at the use of hedges is 
that of Bhatt et al [7]. In their research they study 
how students hedge and express affect when 
interacting with both humans and computer systems. 
It was found that students hedge and apologize to 
human tutors often, but very rarely to computer 
tutors. Another important result of their research is 
that hedging is not a clear indicator of student 
uncertainty or misunderstanding, but rather 
connected to issues of conversational flow and 
politeness. 
2.3 Prosodic markers of uncertainty 
Prosody is important because a speaker can 
communicate different meanings not extractable 
from lexical cues by giving acoustic ‘instructions’ to 
the listener how to interpret the speech. A good 
example is the increasing pitch (high F0) at the end 
of a question. By using this kind of intonation the 
speaker draws attention to his question. Other 
theories include the speaker taking a humble stance 
by imitating a younger person (with higher F0 and 
formants) since he’s actually asking a favour to the 
listener (answering his question) [8, pp. 277]. 
In their research Liscombe et al. investigate the role 
of affect (student certainness) in spoken tutorial 
systems and whether it is automatically detectable 
by using prosody [9]. They discovered that tutors 
respond differently to uncertain students than to 
certain ones. Experiments with Intelligent Tutorial 
Systems (ITS) indicate that it is also possible to 
automatically detect student uncertainness and 
utilize that knowledge for improvement of these 
ITS’s, making them more humanlike. During their 
research they not only looked at the current 
(speaker) turn but also compared this turn with the 
dialogue history. Among the features analyzed were 
mean, minimum, maximum and standard deviation 
statistics of F0 and the intensity, voiced frames 
ratios, turn duration and relative positions where 
certain events occurred. 
3. PROBLEM STATEMENT 
Since much of the research above limits itself to the 
answering of trivia questions or short answers some 
question marks can be placed at the usefulness of 
the results in a broader/different context. Many 
applications using automatic recognition of the 
degree of certainty of a person with respect to what 
he is saying might require different input than 
‘simple’ question/answer-pairs. Since the 
experiments as described above needed relatively 

73



short answers (a few words) in order to get a 
standardized intonation (see [10]) one could wonder 
what the effects will be on longer utterances like 
normal dialogues, statements or presentations. Also, 
a rising intonation (a sign of uncertainty when 
answering a question) then can also be meant as a 
question itself (so how to differentiate between the 
two?) and the latency before an utterance may be 
irrelevant since the (potential) uncertain utterance 
might be encapsulated in other utterances from the 
same speaker. Nonetheless, these short utterances 
derived from question answering sessions make it 
possible to research prosodic features of speech 
which may be correlated with (un)certainty. 
Can prosodic features be used to automatically 
assess the degree of (un)certainty in a normal 
spoken dialog? And which features, if any, qualify 
best as prosodic markers to the qualification of this 
(un)certainty? 
From previous research we already saw that certain 
features (intonation, latency) can be used to assess 
the degree of (un)certainty in (short) answers to 
questions. While the applicability of these features 
on utterance derived from normal dialogue may be a 
bit more complex they are still expected to be 
valuable indicators. Uncertain utterances will 
probably have a rising intonation due to the 
questionable nature of these utterances (“Maybe we 
can make a green remote?”). Also, common sense 
would correlate uncertain utterances with longer 
pauses (latencies) between words. 
Besides intonation and latency (or gaps between 
words in case of longer utterances) I can imagine 
intensity (softer, less conviction in case of 
uncertainty) and the speed of talking to be a factor 
to identify uncertainty. In both cases some way of 
comparing it to a mean value for these features will 
be needed though since it wouldn’t be possible to 
state whether the utterance has a below/above 
average value for intensity or speed. 
4. DATA SELECTION 
In order to be able to perform prosodic analysis and 
reach some valid conclusions, it seemed logical to 
use an existing corpus which had already been 
annotated. The AMI Corpus[11], which we 
addressed during the preliminary phase of this 
project, not only had many hours of high quality 
voice recordings but also annotations on different 
levels (hand made speech transcriptions, time 
aligned words, dialog acts) which could be used for 
this research.  

4.1 Selection of Meetings 
After reviewing the available annotation data for the 
AMI Corpus (public release 1.3.1) a choice had to 
be made as to which sets were to be analyzed. Since 
the ES, IS and TS sets were the only ones with 
complete coverage of the words and dialog acts 
annotations and the existence of these annotations 
was considered essential these three sets were 
chosen. As can be seen in 1 the total dataset now 
existed of 552 audio files with a total duration of 
about 280 hours. 

Table 1 Overview of selected audio files 
Groups Meetings Files Duration 

ES 15 60 240 118:52:35
IS 10 40 152 93:05:28
TS 10 40 160 92:54:05
Total 35 140 552 278:01:50

A disadvantage of the corpus used is the lack of 
sufficient stance annotations needed for the 
identification of uncertainty in speech. Since there 
was no reliable and efficient way to mark uncertain 
utterances, it was decided to use lexical elements 
(hedges) to identify utterances which would have a 
high probability of being uncertain. We split the 
dialogue acts into three classes: uncertain (that 
contain uncertainty hedges), certain (that contain 
certain hedges), and neutral (that do not contain any 
hedges).

Table 2. Overview of hedges for uncertainty and 
words indicating certainty 

Uncertainty Certainty
according (to) 
approximately 

around 
fairly 
maybe 
perhaps 
possible 
possibly 
probable 
probably 
somewhat 
(I) think 
usually 

absolutely 
certainly 
clearly 

definitely 
(in) fact 

must 
obviously 
(of) course 
positively 

surely 
undeniably 

undoubtedly 

In Table 2 an overview of indicators used can be 
seen. These groups of words are derived from 
previous studies as performed by Rowland [5] and 
Bhatt et al [7]. This approach raises some questions. 
In their study Bhatt et al already disputed hedges 
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being only indicators for uncertainty, mentioning 
they could also be used for politeness strategies [7]. 
To make sure the assumption made was valid 25 
random dialog acts, marked as uncertain during this 
research, were ranked on a five point scale ranging 
from certain to uncertain: certain- probably certain – 
undecided – probably uncertain – uncertain. 80% of 
the utterances were scored as either uncertain or 
probably uncertain. 
4.2 Data Preparation and Selection 
In preparing the AMI data to run through 
PRAAT[12], certain errors in the data were found 
(missing end or begin times of words). Since the 
Dialog Act tiers are based on the word tiers 
therefore several Dialog Act intervals had missing 
start and/or end times also and had to be discarded. 
In Table 3 the total amount of valid and invalid 
items can be seen. Since the percentage of these 
incorrectly annotated words and dialog acts was 
very low it was decided to simply discard them from 
the dataset instead of trying to figure out the correct 
data (if possible at all). 
Table 3 Overview of converted words and dialog 

acts
Words Dialog Acts 

Se
ri

es

V
al

id

In
va

lid
 

In
va

lid
 

% V
al

id

In
va

lid
 

In
va

lid
 

%

ES 351.615 42 0,01% 47.251 35 0,07%
IS 198.968 14 0,01% 26.909 14 0,05%
TS 283.208 695 0,24% 42.394 419 0,98%
Tot 833.791 751 0,09% 116.554 468 0,40%

We used PRAAT for prosodic analysis. First a 
selection of the relevant prosodic features was 
made. 
For each category of the prosodic properties 
mentioned in section 2.3, several attributes were 
chosen and implemented in PRAAT. Beside these 
prosodic attributes some lexical attributes (like the 
number of words, the presence of ‘yeah (, but)’, 
‘okay’) were added as well. In total 76 attributes 
were chosen for the analysis, of which 67 were 
prosodic. 
The amount of dialog acts including hedges consists 
of only 7,26% of the total (7.317 dialog acts of a 
total of 100.799), which means that simply 
classifying each dialog act as certain gives a score of 
about 93%. By balancing the dataset the script will 
take 4.819 random other dialog acts and combine 

them with the ones containing hedges to form a new 
dataset.
4.3 Statistical Analysis 
Since the dataset preparation script in phase 4 has 
been designed in such a way that different datasets 
can be created on the fly it is easy to compare 
different prosodic features of different classes. In 
phase 3 of the research, the actual prosodic analysis, 
the presence of several lexical markers or indicators 
was also checked. Among these markers were the 
hedges as mentioned before, the group of words 
(supposedly) indicating certainty, yeah and okay.  
5. EXPERIMENTATION 
During the following experiments all datasets were 
leveled on a 50/50 basis so each ‘group’ was equally 
represented. As a result the baseline (computed with 
the ZeroR classifier) of all datasets is about 50%. 
Next, the datasets were classified with the J48 (tree) 
and NaiveBayes (NB) classifiers. Each classifier 
was evaluated for accuracy using 10-fold cross-
validation. We used the implementation in the Weka 
toolkit[13]. To determine the key attributes being 
used for this classification the input data was also 
evaluated using the InfoGain attribute evaluator in 
combination with a Ranker search method. 
5.1 Uncertain Hedges –vs– Neutral 
First the dataset with the hedges was analyzed. Out 
of all 100.799 dialog acts analyzed with PRAAT in 
phase 3 only 7.317 contained one or more hedges 
(see also 4). These instances were complemented 
with the same (random) amount of dialog acts 
containing no hedges; the neutral set. Based on 
previous research it was expected that several 
prosodic features would be good indicators for 
uncertainty in speech. Among these features were a 
rising pitch, a declining intensity and a slower rate 
of speech (more pauses and/or longer average word-
length). 

Table 4. Properties of dataset Uncertain Hedges 
–vs– No Hedges 

Class Instances 
No Hedges (neutral) 7.317 (dropped 85.502) 
Uncertain Hedges 7.317 

In Table 5 the results of the analysis can be seen. 
Two classifiers were used (J48 and NaiveBayes); 
for each the improvement over the baseline (IOB) is 
included in the table. As anticipated the baseline is 
about 50% correct classifications. Two striking 
results are the overall improvement over the 
baseline score (with an average increase of about 
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17/18% based on which classifier has been used) 
and the high performance on the lexical features 
alone. The evaluation of the (key) attributes show 
the importance of attributes related to the length of 
the dialog act. 
Table 5. Classification Performance of Hedges –

vs– No Hedges including improvement over 
baseline (IOB) 

Baseline (ZeroR) 49,98%  

Features J48 IOB NB IOB 

Lexical features (LF) 74,67% 24,69% 71,27% 21,29%

Spectrum related features (SF) 67,70% 17,72% 64,59% 14,61%

Pitch related features (PF) 68,27% 18,29% 67,04% 17,06%

Intensity related features (IF) 63,61% 13,63% 61,20% 11,22%

Formant related features (FF) 66,80% 16,82% 67,97% 17,99%

All Prosodic Features 66,05% 16,07% 68,46% 18,48%

All features 71,14% 21,16% 69,96% 19,98%

Average Improvement  18,34% 17,23%

The first 8 attributes, headed by the amount of 
words (da_words) in the DA, are all related to the 
DA length, either indicating time or the amount of 
(voiced) frames or bins. Since the utterances in the 
corpus have been marked (un)certain by using 
hedges this is not very surprising: hedges are 
normally part of (longer) sentences. As a result, the 
length of a dialog act (shown by a number of 
attributes) is a good indicator since short dialog acts 
are often marked certain. 
After the attributes indicating length in some way 
the type of dialog act is also important, taking a 9th

place in the attribute ranking. Apparently the type of 
DA as annotated by the members of the AMI 
Project has some relation to uncertainty. More about 
the distribution of hedges over dialog acts can be 
seen in section 5.3. 
Next in the attribute ranking are several formant 
attributes headed by the minimum F2, maximum F1
and maximum F2. After several other formant 
attributes the standard deviation for the intensity 
during the 2nd half of the DA, the spectrum band 
energy, and the voiced frame ration during the 2nd

half, and the total DA seem to be good indicators for 
uncertainty. When classifying the dataset with the 
J48 classifier and using only the formants’ 
minimum and maximum values the performance 
result is 67,3%, even higher than when using all 
formant attributes. Classification based on the 
voiced frame ratios only gives a performance of 
59,8%. 

5.2 Uncertain Hedges –vs– Certain Hedges 
Similar to the previous dataset where dialog acts 
with hedges were compared to dialog acts without 
these lexical markers another set was created which 
contained all dialog acts with words which should 
indicate certainty and compared to a similar sized 
group of hedged dialog acts. As can be seen in 6 the 
size of this dataset was significantly smaller. 
Table 6. Properties of dataset Uncertain Hedges 

–vs– Certain Hedges 
Class Instances 
UncertainHedges 663 (dropped 6.654) 
Certain Hedges 663 

Table 7. Classification Performance of Uncertain 
Hedges –vs– Certain Hedges including 

improvement over baseline (IOB) 
Baseline (ZeroR) 49,77%    

Features J48 IOB NB IOB 

Lexical features (LF) 58,30% 8,52% 57,77% 7,99% 

Spectrum related features (SF) 55,66% 5,88% 50,38% 0,60% 

Pitch related features (PF) 55,13% 5,35% 52,26% 2,49% 

Intensity related features (IF) 53,09% 3,32% 54,45% 4,68% 

Formant related features (FF) 51,58% 1,81% 55,13% 5,35% 

All Prosodic Features 55,28% 5,51% 54,90% 5,13% 

All features 56,41% 6,64% 55,51% 5,73% 

Average Improvement  5,29%  4,57% 

In contrast with the expectations mentioned above 
the actual results show a lower performance of the 
classifiers with an average improvement of about 
5%. Once again the lexical features score best, 
although the gap is smaller. 
This time the attribute ranking shows the type of 
DA (da_type) being the most predictive attribute, 
followed by some length related attributes. The first 
prosodic feature is the mean F4 (6th place), followed 
by the minimum intensity (9th) and minimum pitch 
(12th). In contrast to the previous dataset where the 
formants played an important role, for this dataset 
the pitch values (mainly of the 2nd half of the DA) 
seem to be a better indicator for uncertainty. 
5.3 Distribution of hedges over dialog acts 
To see whether uncertain utterances occur more in 
particular dialog acts the distribution of dialog acts 
marked uncertain over the different dialog act 
classes has been looked into, the results of which 
can be seen in Table 8. For comparison, the 
distribution of all dialog acts has been included as 
well.
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Table 8. Distribution of (uncertain) dialog acts 
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Minor 30.816 30,6% 670 9,2% 2,2%

Backchannel  (1) 10.655 10,6% 33 0,5% 0,3%

Stall (2) 6.983 6,9% 82 1,1% 1,2%

Fragment (3) 13.178 13,1% 555 7,6% 4,2%

Task 56.438 56,0% 6.094 83,3% 10,8%

Inform (4) 29.841 29,6% 2.456 33,6% 8,2%

Suggest (6) 8.610 8,5% 1.645 22,5% 19,1%

Assess (9) 17.987 17,8% 1.993 27,2% 11,1%

Elicit 6.557 6,5% 396 5,4% 6,0%

Elicit-Inform (5) 3.743 3,7% 125 1,7% 3,3%
Elicit-Offer-Or-
Suggest (8) 640 0,6% 45 0,6% 7,0%

Elicit-Assessment 
(11) 2.016 2,0% 225 3,1% 11,2%

Elicit-Comment-
Understanding (13) 158 0,2% 1 0,0% 0,6%

Other 6.988 6,9% 157 2,1% 2,2%

Offer (7) 1.370 1,4% 80 1,1% 5,8%
Comment-About-
Understanding (12) 1.942 1,9% 16 0,2% 0,8%

Be-Positive (14) 1.856 1,8% 40 0,5% 2,2%

Be-Negative (15) 84 0,1% 3 0,0% 3,6%

Other (16) 1.736 1,7% 18 0,2% 1,0%

Total 100.799 100,0% 7.317 100,0% 5,5%

As can be seen in Table 8 most dialog acts are task 
oriented or minor acts (56% and 31% respectively). 
We can also notice that most dialog acts marked as 
uncertain (i.e. containing uncertain hedges) belong 
to the task-category.  
The class of minor acts contains significantly less 
uncertain hedges than the class of elicit acts 
(Chi^2(df=1)=311.45; p<0.001) and the class of 
elicits contains significantly less of these hedges 
than the class of task acts (Chi^2(df=1)=143.93; 
p<0.001).  
6. CONCLUSIONS 
Based on the results described in the previous 
paragraphs, with classification performance 
increases of up to more than 20%, it is feasible to 
conclude that the degree of (un)certainty in spoken 
dialogues can be assessed automatically. When 
looking at the features which qualify best as 
prosodic markers to uncertainty the textual features 
obviously score best. Due to the nature of the 

uncertain utterances (being based on hedges which 
most often require some sort of sentence) this result 
might be of no surprise. There also seems to be a 
connection between the type of dialog acts (as 
annotated by members of the AMI Project) and the 
degree of uncertainty since the presence of uncertain 
utterances in several dialog act types is clearly 
above average. A relatively high percentage of 
uncertain dialog acts are suggestions or  
assessments. Whether these dialog acts are really 
uncertain or whether politeness strategies play a role 
here is hard to establish. 
Another interesting point are the results on which 
prosodic markers qualify best. It was predicted that 
a rising intonation, longer pauses (latencies) and a 
decreasing intensity would be good indicators for 
uncertainty. Based on the attribute evaluation of the 
different datasets these theories seem to be 
supported, showing important roles for the pitch and 
intensity features. Especially with the dataset 
‘Hedges –vs– No Hedges’ the minimum and 
maximum values of the formants are good prosodic 
markers as well.  
Even though the results seem straightforward, with 
impressive classifier improvements over the 
baseline performances, several questions still 
remain.  
In the current research the feature extraction was 
based on previous research and the possibilities of 
PRAAT. While a broad range of features have been 
researched it could very well be certain additional 
features might be promising as well. Another 
improvement could be using custom settings in 
PRAAT. For now all settings have been kept on 
default but it is known that, for optimal results, 
different settings should be used for men and 
women for example. Additional difficulty would be 
to either automatically detect the gender of a 
speaker and adapt the settings accordingly, or 
manually set gender-values for all 500+ files. 
For future research on this topic it would be 
advisable to have a clear understanding of what the 
‘uncertainty’ being researched entitles and how it 
can be measured. Having that information should 
provide a basis for reliable annotations, with which 
further research can be done. Further research in 
hedges and/or other lexical markers as indicators for 
uncertainty looks promising. The results of 
combined feature sets already showed the best 
results and expanding those features with other 
indicators (also visual) will probably give the best 
results in the end (although not all types of 
information will be available in all situations). 
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Abstract 

This paper reports a preliminary study on expression of emotion in sport in French. The study is conducted on texts and natural speech 
data, recorded from comments of sportive events during the Rugby World Cup 2007. Our aim is to semi-automatically extract passages 
representative from emotional behaviours in sports comments. As we consider that it is necessary to combine several viewpoints on a 
same object to avoid inconsistencies, we collected a set of various types of data about one sequence. For one video match, we recorded 
audio and textual data from professional and non-professional speakers. To extract representative passages, we align an emotional profile 
defined by linguistic analysis (i.e. prosodic and terminological parameters) with sequences of a sport action. The sequences are retrieved 
as segments of signal with their transcription. The alignment is made by the matching of a termino-ontological resource with several 
viewpoints (emotion, sport, discourse types) of several granularities (prosody, emotional terms and sports lexicon). It will be used to 
permit automatic emotion segments extraction in multimedia documents for corpus collection. 
 

1. Introduction 
The emotion of winning or emotional becoming of 
sportsmen and women is well known. But supporters 
also ride on high emotion to victory. The emotion 
that is interesting us here is the emotion that makes 
supporters "cheering" but also "praying" for the 
success of their team as it was said in newspapers 
during the Rugby World Cup 2007. Without trying to 
understand why sport is leading to emotion, we 
consider that the behaviour of supporter watching a 
match is well representative of emotion. We also 
consider that supporters become all the more 
emotional when some crucial actions in the match 
happen. 
We consider emotion as defined by K.R. Scherer 
(Scherer, 2000). In the cognitivist approach, emotion 
is a relatively brief phenomenon, a reply to the 
organism according to the evaluation of an external 
or internal event. 
Our aim is to extract passages representative from 
emotional behaviours in a corpus of Rugby World 
Cup comments. 
We want to align emotional profile (a set of prosodic 
and terminological parameters manually defined for 
active emotion by an analysis) with segments of 
signal representative from a sport action. The 
alignment is made by the matching of parts of 
ontologies with several viewpoints (emotion, sport, 
discourse types) of several granularities (prosody, 
emotional terms and sports lexicon). 
In this paper, we first present our positioning on 
corpus and emotion. We then describe the corpus we 
used and how it has been collected. We then expose 
how the Termino-Ontological viewpoint of the sport 
ontology has been built. The fourth part explains the 
prosodic analysis led on a collection of manually 
extracted segments of sport action and providing us 
with an active emotion profile. Lastly, we explain 
how we use the built ontology to index segments of 
signal by means of a corpus analysis tool enabling 

lexical, prosodic and discourse analysis. 

2. Positioning 
In the emotion field and especially in the numerous 
studies about vocal expression of emotions, the 
corpus is a central problem. Its choice is not trivial. 
A lot of research works are based on simulated 
emotional expression, with actors (professional or 
not) playing roles (Fónagy, 1983), (Léon, 1993), 
(Scherer, 1995). This allows for a tighter control of 
the quality of the recordings and also to select the 
emotion to be acted. 
Moreover, recently more and more studies have 
insisted on the necessity of using natural emotional 
speech. It enables to access authentic expressions 
(Douglas-Cowie et al., 2000). 
However, this latter choice raises difficulties. To 
obtain this data brings up ethical as well as practical 
difficulties. It’s hard to have good sound quality 
records outside anechoic room (Campbell, 2001). 
The media form an interesting source for 
spontaneous speech (Chung, 2000) but it could be 
harder to find a discourse type favouring emotion 
expression. 
But sport is a phenomenon likely to arouse emotion. 
We all know the jubilant or desperate crowd of 
supporters after a final world cup match. 
In addition to that, a lot of sports meeting are 
broadcasted, commented and are the subject of 
journalistic papers. These comments, oral or written, 
often provide authentic emotional expressions. 
The idea here is to “duplicate” our sports emotion 
oral corpus with written commentaries in order to 
deal with prosodic parameters, semantic parameters 
and pragmatic parameters. 
To enable a pragmatic analysis of the emotion in 
sports, we foresee two categories of commentators. 
The first types of comments are produced by 
journalists or official commentators and the second 
by supporters behind the TV.  
We claim that our corpus enables us to tackle the 
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question of expression of emotion from different 
linguistic approaches, as listed in 
(Kerbrat-Orecchioni, 2000): lexical approach, 
morpho-syntactic approach, pragmatic approach, 
interactionnist approach including the intercultural 
variation. 
Likewise, it helps us considering the nature of such 
emotional expression, as sport emotion is not 
straightforwardly listed as basic emotion (anger, joy, 
sadness, fear, disgust). 
Now we present the corpus (oral and written) we use 
to define emotion parameters within our context. 

3. Corpus Description 

3.1 Oral 
We chose to work on a spontaneous speech corpus 
and specifically on a sports comments collection 
recorded during the Rugby Word Cup 2007. The 
collect was carried out from September the 7th to 
October the 20th. 
Our oral corpus is formed of two sub-corpora 
corresponding to two types of speaker and record.  

3.1.1. Journalistic corpus 
Our first sub-corpus consists of a sports comments 
expressed by journalist. They comment the 
live-broadcasted matches of the championship. 
The matches have been digitized in order to keep the 
audio sound, mono, with a sampling frequency of 
22050 Hz or 44100 Hz.  
We recorded the comments in several languages, 
from the French, Italian, English and Japanese TV. 
We collected the broadcasting of 19 matches for 
French, which is approximately equivalent to 36 
hours of recording. For other languages, the corpora 
are lighter, but we want to process them differently in 
order to compare cultural behaviours. We recorded 
only two matches / 3.3 hours for English, 3 matches / 
5.6 hours for Japanese, and one match / 1.9 hour for 
Italian. The journalistic oral corpus is then formed by 
25 matches or a 46.8 hours record. 
The comment is shared by several speakers. Usually, 
the action is described by the journalist who is the 
main commentator of the match. That’s why he has 
the longest speech duration. A retired player is 
associated as a specialist. He permits to create an 
interaction with the journalist. When a critical phase 
of the game is playing or has been played, he is 
explaining some strategic elements often as a dialog 
with the commentator. This dialog aims at explaining 
an action to the viewer audience in a more vivid way. 
A third speaker sometimes appeared. He is near the 
pitch and intervenes when some changes are made in 
the composition of the team or some exchanges 
occurred on the field among the players and the 
referee for example. 

3.1.2. Supporter corpus 
The 2nd sub-corpus is different from the journalistic 
corpus by the type of speakers and of record.  
We recorded the comments of supporters watching 
the game at the TV or on an open-air screen. This 
corpus is only in French. 

We collected sound recording for 18 speakers, 14 
men and 4 women, during 7 different matches, which 
represents 10.55 hours of recording. 
This corpus is characterized by its amount of 
overlapping and “sounds”. More than 200 “noises” 
of different types are recorded: breathing, exhalation, 
puff, sounds of the mouth, sounds of the throat, 
cough, laugh, sneer, whistle and hiss… 
 

 Oral Written 
Professional 
comment 1.9 hrs* 31 000 words 

Supporter 
comments 1.5 hrs* 4000 words  

*Cultural/languages and sex comparison enabled 
 

Table 1: Average corpus size for one match 
 
The quantitative description of the corpus is given by 
match because all data is not yet available for the 
written corpus. In fact, the written corpus is 
transcription of the oral one with the tool 
Transcriber 1 . The transcription is a time-costly 
activity and is not finished yet for the 36 hours of 
recording in French. Likewise, the duration of 
recording is not representative of the speech duration 
itself. 

3.2 Written 

3.2.1. Journalistic corpus 
The journalistic written sub-corpus is collected from 
two main sources. The first one is newspapers - 
mainly on-line - (20 minutes, sport365, Le Figaro, 
sport24, afp, lexpress, Le Monde, radiofrance, 
rugbyrama, L'Equipe 2 ). The second one is the 
transcription of the professional comments. 
The texts are only in French and for one match we 
gathered an average of 15000 words from the press 
and 16 000 from the transcription. 

3.2.2. Supporter corpus 
The supporter written sub-corpus is also a French 
one for practical reasons. 
It is formed of the transcription of the supporter 
comments, corresponding to 3 300 words for one 
match and a collection of blog comments about the 
match, about 800 words. 
This corpus is characterized by colloquial terms and 
expression at the lexical level and syntactic 
disruptions at the morpho-syntactic level. 

                                                      
1 http://trans.sourceforge.net/en/presentation.php 
2 20 minutes: http://www.20minutes.fr/; Sport365: 
http://www.sport365.fr/; Le Figaro: 
http://www.lefigaro.fr/; Sport24: 
http://www.sport24.com/; AFP: http://www.afp.com/; 
L’Express: http://www.lexpress.fr/; Le Monde: 
http://www.lemonde.fr/; Radiofrance: 
http://www.radiofrance.fr/; Rugbyrama: 
http://www.rugbyrama.fr/; L'Equipe: 
http://www.lequipe.fr/ accessible on the{20080410} 
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The systematic comparison of these two corpora 
would bring us information about behaviours in 
sports at phonological, terminological and 
syntactical levels within a pragmatic approach. 
Since our aim is to semi-automatically extract 
passages representative from emotional behaviours 
in sports comments, we want to use our corpus to 
build a typology of relevant emotional expressions in 
sports discourse. 
To define the required parameters, we lead a 
two-fold-analysis: prosodic and semantico-lexical. 
In the next section, we present how we built a 
semantico-lexical model. 

4. Termino-Ontological viewpoint of the 
sport ontology 

The semantico-lexical analysis is led in taking into 
account several features of the term: its form, its 
organization, its sense(s), its use(s) – i.e. context -. 
This analysis is based on now classical text analysis 
methods as we chose to extract terms and relation 
from our corpus. 
Our methodology is as follow: 
(1) The first step is to constitute this corpus. 
(2) The second step is to extract terms from these 
texts and then to identify which one are the most 
representative of the domain (tf-idf3 frequency and 
Named Entities semi-automatic tagging) and which 
syntactic constituents and patterns are relevant in our 
corpus. 
(3) We are then able to extract paradigmatic as well 
as syntagmatic relations among terms to structure 
them:  

a. We first identify some heuristic rules; 
b. Secondly, we automatically identify relations 

from these rules  
c. And thirdly, we structure the relevant terms 

(4) We finally represent this information in 
formalism suitable for a Termino-Ontological 
Resource (TOR). 
To build this TOR, we re-used and adapt some 
existing tools for French language parsing and 
semantico-syntactic corpus tagging. Extracting 
terms is a crucial step in the TOR building. 
Numerous efficient tools exist for several languages. 
In our French language context, tools as Termino 
(David and Plante 1990), FASTR (Jacquemin and 
Bourigault 2003) MANTEX (Frath, et al., 2000), 
ACABIT (Daille 1999), LIKES (Rousselot, et al., 
1996) can be relevant for our purpose but are not 
strictly available or need a lot of configuration by 
user. Syntex (Bourigault, et al., 2005) is another tool 
which is available and a robust analyzer. It uses 
linguistics resources to analyze a corpus in syntactic 
dependencies and gives contextual result enabling us 
to use patterns. Syntex permits to parse natural 
unstructured language as in our corpus. We then plug 
an extracting algorithm in its outputs. The module 
we developed is searching for syntactic constituents 
matching morpho-syntactic patterns (Lortal et al., 
2007). These patterns extract complex nominal 
phrases (nominal syntagms modified by 

                                                      
3 Term-frequency / Inversed-Term Frequency 

prepositional syntagms) as well as simple verbal 
phrases (a verb followed by a nominal phrase). We 
always extract the largest covering pattern and 
couple this extraction with a term frequency analysis 
and a named entity tagging. Once extracted, as they 
are limited, terms are manually organized under 
concepts. 
To build the ontological level, we based our 
conceptual level on an existing rugby thesaurus 
(Hourcade, 1998). It contains more than 6000 French 
and English rugby terms. We re-used about 1500 
terms for structuring our TOR. But this is to be 
refined with a larger journalistic written corpus. In 
the same way, the TOR is going to widen out with a 
larger supporter written corpus. 
This TOR is to be used as a set of tags to annotate 
actions during the match. In order to annotate the 
emotional expression in our corpus, we are manually 
building the emotional termino-ontological 
viewpoint from a fine-grained discourse analysis and 
the analysis of several emotion models (OCC 
(Ortony et al., 1988), SEC (Scherer, 1988), 
Plutchik’s model (Plutchik, 1980). We also examine 
the re-use of the W3C4 emotion markup languages 
(Schröder et al., 2007). 
 

 
Figure 1: Emotion Conceptual Level in TOR 

5. Prosodic analysis and active emotion 
profile 

For this study concerning prosodic analysis, we 
focused on the fundamental frequency parameters 
and the rhythm of speech. Intensity and energy 
features were rejected, because of the digitalized or 
noisy nature of the corpus. In the journalistic corpus 
provided from TV, we cannot control the recording 
and broadcasting conditions. Intensity and energy 
features may have been modified during the 
broadcasting processes. Moreover, concerning the 
supporter corpus, we also rejected intensity and 
energy features. The recordings were too noisy. 

5.1 Fundamental Frequency 
The fundamental frequency (F0) defines the pitch 
level of the voice. Pitch variation and contours are 
pertinent features for vocal studies of emotions 
(Bänzinger, et al., 2001).  

                                                      
4 http://www.w3.org/2005/Incubator/emotion/XGR-emoti
on-20070710 {20080410} 

Serenity hasDegree Low 
       isComposedOf Optimism 
              isComposedOf Love 
       is Passive 
Joy        hasDegree Medium 
       isComposedOf Optimism 
       isComposedOf Love 
       is Active 
Ectasy   hasDegree High 
       isComposedOf Optimism  
       isComposedOf Love 
       is Active 
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F0 measures were extracted automatically with 
WinPitchPro (Martin 2000). This software takes into 
consideration the transcriptions and signal 
segmentations first made with Transcriber. 
WinPitchPro recognises all speakers created 
withTranscriber and processes them separately in 
specific layers. F0 was extracted from all the 
speakers turns (at a sampling rate of 20 ms). Some 
statistics were performed, calculating the minimum, 
maximum, mean and range of F0 for each speaker 
turn. 
The voice amplitude of each speaker, i.e. the delta 
difference between the maximum and the minimum 
of fundamental frequency, was divided in four equal 
registers: Low (L), Medium-Low (ML), 
Medium-High (MH), and High (H). The F0 values of 
these registers vary from speaker to another one. F0 
means were calculated for each speaker turn, using 
F0 automatic extractions, and then each value was 
classified in the corresponding register. 

5.2. Rhythm  
We measured the speech rate, i.e. the number of 
syllables uttered in one second of speech (containing 
pauses, disfluencies etc.). 
When segmenting in speaker turns and transcribing 
the recordings, any silent segment above or equal to 
200ms is considered as silent pause within the 
discourse and as so, removed from the speaker turn. 
The emotion felt by the viewer watching sports 
entertainment is not recognised as it is as an emotion. 
In fact, it is not one of the basic acknowledged 
emotion. 
So, we are not able to annotate our corpus with a 
perceptive analysis explaining which emotion is in 
the speaker comments. On the other hand, following 
our hypothesis according to which specific game 
periods constitute a stimulus which leads to an 
emotional reaction from the speaker, then we are 
able to determine which prosodic parameters 
systematically intervene in the sports discourse for 
one game action.  
Our hypothesis is that the emotion felt and expressed 
by the viewer watching sports entertainment 
corresponds to an active emotion profile. Concerning 
the prosodic parameters, an active emotion profile is 
characterized by an increasing of F0 values, of 
intensity and speech rate (Scherer, 2003). By 
analyzing prosodic realizations of the viewer  for one 
game action, our aim is to verify our hypothesis and 
define a vocal profile of the “emotion” in sports 
discourse. 

6. The Drop Analysis 

6.1. Prosodic Analysis 
In this part, we show an example of prosodic analysis 
made on the sportive comments realized by French 
journalists, during the match which opposed France 
against Argentina. We focused on a specific game 
action : the drop. The drop is “a kick made as the ball 
bounces after being dropped to the ground” (s.v. drop; 
Hornby, 1989). 
We present the prosodic analyses realized on the 

discourses of the two main French journalists, two 
male speakers. Moreover, assuming that emotion 
expressed in the sportive discourse is a reaction to 
the view of the game action, we focused our analyses 
to the descriptive parts of the discourse. Indeed, we 
consider that the journalist’s explanations,, 
concerning a definition of the drop, to the attention 
of the TV’s viewers, are not available.  
We analysed all the descriptive parts referencing to 
the kick-drop in the both journalists’ discourses.  
Each description is constituted by two to five speech 
segments (delimited by silent pauses), for an average 
duration of 6.87 seconds. So, the drop is a relatively 
brief game action.  
Both linguistic and prosodic analyses permitted to 
distinguish three periods in the descriptive discourse. 
First, the journalist announces the game action; then 
he describes live the game action, this period of the 
description forms the main point of the discourse; 
finally, the effects of the game action are described 
and commented. 
 

 
Figure 2: Pitch contour of the sentence “Hernandez 
le drop avec le pied gauche/Hernandez the drop with 
the left foot”, corresponding to the first description 

period, announcement of the game action. 
 

The figure 2 shows an example of a pitch contour for 
an announcement of the game action. In this first 
period, the action game and the name of the player, 
who has been designed to do the action, are 
announced.  
We can observe that the pitch contour at the 
beginning of the speech segment is quite flat, 
contrasting with the deep rise of F0 on the 
penultimate syllable.  
The second speech segment of this example of game 
action’s description constitutes both the description 
of the drop and the results of this action.  
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Figure 3: Pitch contour of the sentence “qui va 
mourir sous les poteaux où se trouve Cédric 

Heymans/which goes dying under the posts where 
Cédric Heymans stands”; corresponding to the 

second and third description periods, i.e. description 
of the action and its results on the game. 

 
We observe that the F0 mean (240 Hz) and the 
speech rate (4.71 syll./sec.) did not vary from 1st to 
2nd speech segment. On the other hand, F0 maximum 
increased up 425 Hz. This high pitch value 
corresponds to the most crucial period of the action. 
By contrast, the end of the sentence, describing the 
results of the action, shows a regular fall of F0 
contour. 
These examples of pitch contours show that an 
important prosodic variation corresponds to the 
period in the journalist’s discourse, which describes 
the action being led. Furthermore, the prosodic 
characteristics seem to be the same that the ones 
relevant for active emotion profiles, as anger or joy, 
i.e. an increasing of F0 mean, maximum and range. 
Speech rate do not seem to correspond to this profile, 
but we can propose the hypothesis that the speech 
rate of the speaker, in the description periods of 
discourse, follows the conduct of the game action, 
rather than expresses the speaker’s emotion. 

6.2. Semantico-lexical analysis 
We have two main perspectives on our 
semantico-lexical analysis. The first one is a 
terminological analysis and the second an emotional 
analysis (emotion marks in discourse). 

6.2.1 Terminological analysis 
The two corpora have a lot of meta-discursive 
discourse during the comments. The speakers 
explain the terms they use to comment, and even 
comment them. The analysis permits us to retrieve 
the terms, mostly expressions, which slip through the 
net of our patterns. In (1) the speaker uses a simple 
pattern for picking out synonyms, using “qu'on 
appelle aussi / that we also call” to link “coup de 
pied tombé/literally felt kick-drop kick” with 
“drop/drop”. 
 
(1) speaker#1: coup de pied tombé pour ce renvoi 
qu'on appelle aussi drop 
      speaker#1: drop kick for this drop out                        
that we also call drop 
 
To retrieve new terms, “rugbalistic” terms as French 
rugbymen say, the manual analysis is compulsory as 
it often come with long comments. For example the 
hierarchy (2’) is coming fro the analysis of the 
sequence (2). 
 
(2) speaker#2: hé bé vous jouez au pied 
speaker#2: hey bey you play with foot5 
speaker#2: ou des chandelles c'est-à-dire en l'air la 
quille 
speaker#2: or up and under kick that is to say the 
                                                      
5 nota: you do not run the ball 

skittle 
speaker#1:  c'est la chandelle c'est votre jargon rugby 
speaker#1: up and under kick that is your rugby 
jargon 
speaker#1:  d'ailleurs c'est très bon hein 
speaker#1:  besides it is really good (hein) 
speaker#2:  la quille c'est la chandelle ou alors un 
drop ce que vous avez vu par Contepomi 
speaker#2:  the skittle is the up and under kick or 
also a drop what we saw with Contepomi 
 
(2’)  

 

Figure 4: Rugby TOR (part) 
 
In future, we hope, thanks to terminological analysis, 
to compare the terms between specialist in 
professional context and supporters in leisure 
context. The second perspective on this analysis is to 
be able to recollect corpus year after year, since each 
seasons is marked by the arrival of new terms as 
ovalie and terre d’ovalie – meaning something as 
ovaly country and land of oval sport- some years ago. 
Today these terms are accepted and used for 
marketing and as a community term (among 
rugbymen). 

6.2.1 Emotion mark analysis 
 
The lexical analysis of emotion is really different 
from the written journalistic corpus and the oral or 
written supporter corpus. 
As the first one is descriptive and public, we can find 
terms about what the speaker feels or what the 
players feel. We can find terms as: tomber de haut/ to 
fall headlong, désillusion/ disillusion, doucher les 
ambitions/ to tell off ambitious, trop nerveux/too 
nervous, tendu/tense, tétanisé/tetanized, intentions 
offensives/offensive intentions, jeter un froid/to cast 
a chill, perturbé/upset, faible/weak, volontaire et 
enragé/headstrong and keen,… 
Another analysis on emotion to be done is the 
morpho-syntactic analysis (Kerbrat-Orecchioni, 
2000). We also observed that a typographic analysis 
may also leads us to useful patterns of emotion 
expression as shows (9). The typography used is 
representative a means of emotional expression in 
written comment. 
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(9) ROUGERIIIIIIIIIE !!! 
ROUGERIE !!! 
Willx est très en colère. Les 17 points encaissés en 
une mi-temps, il a pas aimé! 
Willx is really angry. The 17 hit points in one 
half-time, he don’t like it ! 
VOILA!!  
HERE WE ARE!! 
PUNITION- Corleto !!!! 
PUNISHMENT – Corleto !!! 
The second one is really much more rude and is 
about what the speaker feels. Examples from (1) to 
(8) show the terms we can find. 
(1) speaker#1:  ah c'est pas bien ça les Français de 
siffler comme ça mais c'est logique 
speaker#1: ah it’s naughty that he French to 
whistle this way but it’s logical 
(2) speaker#1:  ben hé qu'est-ce qu'il fait non il dit 
rien là ben si ah ben quand même 
speaker#1: ben hey what is he doing no he is 
saying nothing ben yes ah ben well really 
(3) speaker#1:  putain l'autre lui passe par dessus 
alors quelquefois je peux être ordurier quand même 
hein 
speaker#1: fuck the other is passing above so 
sometime I can be filthy well really hu 
(4) speaker#1:  ouais mais va falloir taper là les mecs 
putain les mecs il va falloir quand même qu'ils se 
décident à aller 
speaker#1: yeah but should hit now guys fuck 
guys they should decide on to go finally 
(5) speaker#1:  pas vrai ça 
speaker#1: not possible 
(6) speaker#1: qu'est-ce qu'ils font là les mecs ils 
speaker#1: what are they doing now guys they 
(7) speaker#1: qu'est-ce qu'il y a comme foot hein 
speaker#1: so much football hu 
(8) speaker#1: euh il a pas mis le pied en touche le 
mec là 
speaker#1: hey he didn’t put his foot in touch the 
guy here 
 
The terms we find are not crucial to add to a 
terminology and extend the coverage our TOR. 
However, these speakers turns, when combine with a 
prosodic analysis strengthen the hypothesis of 
(Mathon, 2007) saying that when the lexicon is 
strongly marking an emotion, the prosodic 
parameters are lessened. The validation of this 
hypothesis underlines the asset of an automatic 
extraction of sequences. 

7. A tool for ontology based indexation of 
segments of signal 

The prosodic analysis led on a collection of manually 
extracted segments of sport action and providing us 
with an active emotion profile is to be refined by 
further analysis on a larger automatically extracted 
corpus. However, we can already explain how we 
will use the built TOR to index segments of signal by 
means of a corpus analysis tool enabling lexical, 
prosodic and discourse analysis. 
The first requirement for such a tool is to have 
prosodic processing functionalities. That’s why we 

base our module on Winpitch (Martin, 2000).  
WinpitchPro allows real time monitoring of 
recordings (spectrogram, Fo, etc.), high precision 
segmentation, speech turns overlapping, assisted 
alignment of existing transcription, automatic 
building of speech segments database (XML output), 
prosodic morphing. WinpitchPro can also process 
multimedia files (audio/video or text with its 
corresponding signal). 
 

 
Figure 5: Video/Prosody/Signal/Transcriptions 

alignment 
 
We aim at optimizing WinpitchPro with 
functionalities as: 

- Visualization of already aligned corpus 
(vidéo/signal/texts) (Fig.5) 

- Speaker turns synchronisation based on the 
signal time 

- Automatic and on the fly prosodic 
parameters calculus based on syntactic 
groups (not turns) 

- Segment extraction based on defined on 
multi-level profiles (lexical - semantic - 
prosody levels) 

At the moment, we are refining these specifications 
and launching a global project on multi-linguistic 
level analysis tool. 

8. Conclusion 
We presented here a preliminary study aiming at 
defining lexically and prosodically the emotion or 
the emotions provoked by a sport show. These 
emotions are expressed in both journalistic and 
supporter discourse 
The prosodic level analysis enables us to say that the 
emotion expressed in speech sequences describing a 
specific action in the game has parameters similar to 
an active emotion. This observation leads us to 
envisage the detected prosodic parameters as 
evidences of the speaker excitement when the action 
occurs. 
While we do not deem our results as definitive or 
universal, we wish to use them as prosodic 
parameters associated to lexical parameters in corpus 
processing. The association of these prosodic and 
lexical parameters with emotion concepts considered 
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as universal creates a large and fine-grained 
termino-ontological resource. The TOR is used to 
support multimedia documents annotation. The fine 
and automatic annotation of an oral corpus will 
enable us going further in the automatic extraction of 
representative passages. It represents an important 
saving of time and a finer linguistic analysis of our 
journalistic sports discourse corpora and its 
expressivity marks.  
We still have a lot of question about the variation of 
emotion provoked by the sports show. Does it vary 
with the game actions, with the spirit of the spectator 
(pro or cons the winning team), or with the expressed 
spectator mood (terms in use)? Is this emotion in 
sports is universally expressed or culturally and 
linguistically dependant? Our corpus is still 
shallow-analysed and we hope to dig it thanks to a 
cross domain analysis.  
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Abstract
Community sites are by nature dedicated places to express and publish opinions. www.flixster.com is an example of participative web site,
with dozens of millions of enthusiasts sharing their feelings/views on movies, providing positive feedback as well as vivid critics. For
anyone interested in understanding net user expectations, such web sites are of major importance because they offer the opportunity to
probe huge volume of user generated contents. But to actually benefit from those large amount of data, one has to be able to automatically
extract users opinions. This is the challenge we tackle in this paper. Our goal is to exploit the various reviews written by a user in order to
compute a model which can then be used to predict the user’s verdict on a movie. We explore two different methods to extract opinions.
The first one relies on a machine learning technique based on a naive bayesian classifier. The second method consists in applying NLP
techniques to process opinions and build dictionaries : those dictionaries are then used to determine the polarity of a comment given the
words it may contain. We did apply those two approaches to contents from flixster.com : the results we provide enable us to discern the
most appropriate approach for a given set of data.

1. Introduction
With the spread of high speed access to the internet and
new technologies, there is a tremendous growth in online
music and video market. As more players appear on this
field, competition increases and content provider can no
longer wait for the customer. Instead they try to trigger pur-
chases by pushing contents : suggesting different choices
of movies or songs has become the big thing when it comes
to sell content on-line. Actually recommendation is not
a new concept, it is already used on internet commercial
sites (Amazon, Fnac, Virgin . . . ) as well as on musical
platforms (Lastfm, Radioblog, Pandora . . . ). But looking
at the recommendation techniques used on such web sites
shows there is room for innovation.

Candillier et al. (2007) presents an overview of recom-
mendation techniques. These techniques are either based
on internet users notations or content descriptions (user-
and item-based techniques using collaborative filtering), or
based on matching Internet user profiles and content de-
scriptions (content filtering), or based on hybrid techniques
combining both approaches. Although these techniques are
different, they have the same problems: the hollow nature
of matrix describing users and content profiles. Indeed, the
sites proposing recommendations to their customers often
have a large catalogue while users only give their opinion
on a very low number of products. This phenomenon makes
the comparisons between profiles risky. In the recommen-
dation field, the difficulty to collect descriptions about users
taste (rates, interests . . . ) and content (metadata) is a recur-
rent problem.
In order to compensate for these problems, a new research
lane is open : mining the resources of the open Internet to
boost closed sites performance. Instead of focusing solely
on the data that can be retrieved from a single web site,
recommendation techniques should shift to the vast amount

of data that is now available from the Internet. In the era
of Web 2.0 and community sites, it is now common for
users to share pictures, tags, news, opinions . . . Such data
could be gathered to support automatic information extrac-
tion. Considering Internet like a wide open catalogue opens
the way to learn the tastes of a large number of people : in
the future, it could be possible to describe fan profiles, film
typology or to discover new models to describe films and
provide decisive pieces of advice on which films to recom-
mend.
Motivated by this potential shift in recommendation, the
purpose of this study is to extract opinions from movie re-
views published on community sites1. Our main objective
is to establish a user profile based on what he/she declares
to like or dislike in movies through his/her published writ-
ings (blogs, forums, personal page on the flixster website
. . . ).
We focus on two different approach to do so. The first
method consists in applying a machine learning technique
to classify textual reviews into either a positive or negative
class. The second method consists in using a NLP approach
to build an opinion dictionary and to detect words carrying
opinion in the corpus and then predict an opinion.

We did apply those two approaches to data from the flixster
web site. We discuss the results to compare the two ap-
proaches and we provide insights as to which approach
should be used for a given corpus of opinions.

1This work enters in the frame of european project IST Pharos
(PHAROS is an Integrated Project co-financed by the European
Union under the Information Society Technologies Programme
(6th Framework Programme), Strategic Objective ”Search En-
gines for Audiovisual Content” (2.6.3))
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2. Related work
Opinion extraction in trademark product reviews is a stake
so important that a lot of researches have been done in the
field. Dave et al. (2003) present a method for automati-
cally classify reviews according to the polarity of the ex-
pressed opinions, i.e. the tool labels reviews positively or
negatively. They index opinion words and establish a scale
of rates according to intensity of words. They determine
words intensity by using machine learning techniques. Fi-
nally, to classify a new review, they build an index reflecting
the polarity of each sentence by counting identified words.
In an article by Morinaga et al. (2002), the authors explain
how they verify reputation of targeted products by analyz-
ing customers’ opinions. They start by seeking Web pages
talking about a product, for example a television, then they
look for sentences which express opinions in these web-
sites, and finally they determine if the opinions are nega-
tive or positive. They determine it by locating in reviews
opinion words which were indexed previously in an opin-
ion dictionary.
Other articles present works which are closely related to the
previous one like Turney (2002), which classifies reviews
in two categories: recommended and not recommended, or
Wilson et al. (2004) which categorizes sentences according
to polarity and strength of opinion, or Nasukawa and
Yi (2003) which seeks opinions on precise subjects in
documents.

We find two distinct types of methods: methods based on
Natural Langage Processing (NLP) techniques and meth-
ods based on machine learning techniques. These two
methods types can also be combined.

2.1. Linguistic methods of opinion analysis
Liu et al. (2005) describe a system which compares com-
petitive products by using product reviews left by the In-
ternet users. The system, named Opinion Observer, finds
features such as pictures, battery, zoom size, etc. in order
to explain the sentiment about digital cameras. They de-
signed a supervised pattern discovery method to automati-
cally identify the product features described in the reviews.
A language pattern constrains a sequence of words and
can be instanciated in many ways: included/VERB [fea-
ture]/NOUN */VERB stingy/ADJECTIVE. From the multi-
ple instanciations, they extract association rules to find out
what describes each feature: noun1noun2 ⇒ [feature].
They only keep the statistical relevant rules, and then
generate language patterns: noun1 [feature] noun2. They
analyse the reviews with those patterns and compare the
opinion on each of these characteristics. A component
decides the orientation of the extracted feature according
to the words extracted near the features. Then they classify
sentences as negative or positive by determining the
dominant orientation of the opinion words of the sentence.
The result of the comparison between two products is
given in the form of diagram with features on X-coordinate
and opinions polarity on Y-coordinate.

Opinion Observer is an example of a complete system
based on the fine analysis of sentences and a process

counting the Sentiment signs (words, expressions, pat-
terns). Like many others (Morinaga et al., 2002; Turney,
2002; Wilson et al., 2004; Nasukawa and Yi, 2003),
they need an Opinion Dictionary with as more words or
expressions as possible expressing opinions. To build such
a dictionary, different techniques are possible but they
have all the same first steps : creating, manually, a set of
words and expressions carrying opinion; this set is called
seed; from the seed, the aim is to find other words and
expressions yielding opinions and classify them according
to their semantic orientation (positive, negative, but seldom
neutral).

Lexicon can be built by using machine learning techniques.
For example, Hatzivassiloglou and McKeown (1997) or
Turney and Littman (2004) use an unsupervised learning
algorithm to associate new words with words already regis-
tered. Pereira et al. (1994) and Lin (1998) describe methods
to discover synonyms by analyzing words collocation.
Linguistic methods exploit syntactic and grammatical
analyzis in order to extend the lexicon. Hatzivassiloglou
and McKeown (1997) use conjonctions between a word
which semantic orientation is known and a not classified
word. For example, if there is the conjunction and between
two adjectives, we can consider that the terms have a close
signification. On the contrary, if there is the conjunction
but between two adjectives, we can suppose that the two
words have a different semantic orientation.

Turney (2002) uses a little more complex patterns. They
count the frequency of the words or expressions beside a
word or expression already classified and define the seman-
tic orientation of those new words or expressions according
to their neighbours. Each time they meet an adverb or an
adjective, they extract a pair of consecutive words:

• Adjective with noun

• Adverb with adjective when they are not followed by
a noun

• Adjectif with adjective when they are not followed by
a noun

• Noun with adjective when they are not followed by a
noun

• Adverb with verb

The second extracted word allows to confirm polarity of the
adjective or adverb by giving an outline of the context of the
sentence.
This method, counting co-occurences with words seman-
tically oriented and manually selected, is also used in the
research by Yu and Hatzivassiloglou (2003) in order to
determine which words are semantically oriented, in which
direction and the strength of their orientation. To measure
more precisely the strength of opinion expressed in a
sentence, a mean is to extract adverbs which are associated
to adjectives. Indeed, Benamara et al. (2007) propose a
classification of adverbs into five categories : adverbs of
affirmation, adverbs of doubt, adverbs of weak intensity,
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adverbs of strong intensity and adverbs which have a role
of minimizer. A system of attribution of points according
to the category of the adverb allows to calculate strengths
to adverb-adjective combinations.

Google’s work (Godbole et al., 2007) find semantic ori-
entation of new words from WordNet databases (Miller et
al., 1993). In a close manner, Hu and Liu (2004a) use sets
of synonyms and antonyms present in WordNet to predict
semantic orientation of adjectives. In WordNet, words are
organised in tree (see figure 1). To determine polarity of
a word, they traverse the trees of synonyms and antonyms
of this word and if they find a seed word in the synonyms,
they allocate the same class, but if they find seed word
in the antonyms, they allocate the opposite class. If they
do not find any seed word, they remake the analysis with
synonyms and antonyms, and so on until finding a seed
word.

Figure 1: Tree of synonyms and antonyms in WordNet (full
arrow = synonyms, dotted arrow = antonyms)

We think this method is a little too random because words
can have different meaning according to the context and
thus they can have synonyms not significating the same
thing. For example, the word like has for synonym love
but in the sentence It is like that, it has not the same
meaning. This method finds a positive opinion in this
sentence whereas there is not. But using the same method
after having linguistically processed the corpus before,
i.e. grammatical analysis, could be more effective. For
the precedent example, if the seed word is like/VERB, we
would not find opinion in the sentence It is like that.

To associate a polarity, negative or positive, to a sentence,
we can count the number of terms with positive semantic
orientation and the number of terms with negative se-
mantic orientation. If there are more positive terms, the
sentence is declared positive, if there are more negative
terms, the sentence is declared negative, and if there are
as many positive as negative terms, either sentence is
declared neutral (Yu and Hatzivassiloglou, 2003); with
another strategy, the last term carrying opinion determines
the sentence polarity (Hu and Liu, 2004a). Otherwise,
we can extract opinion one by one associated with the
feature it refers to (Wilson et al., 2004; Hu and Liu, 2004b).

2.2. Machine learning for opinion analysis
Systems using learning machine techniques generally
classify textual comments in two classes (positive and

negative), but sometimes seek to predict five rates or more.
These supervised classification methods consider that a
comment describes only one product and try to predict the
rate given by the author.

Many methods use NLP techniques to prepare the corpus.
Wilson and Wiebe (2003) expose how to label opinion
words with an intensity; Wilson et al. (2004) test three dif-
ferent learning methods, frequently used by the linguists:
BoosTexter (Shapire and Singer, 2000), Ripper (Cohen,
1996) and SVMlight, the light version of Support Vector
Machine by Joachims (1998). The last one obtains the
best results on their annotated corpus. Pang et al. (2002)
use a naive bayes classifier and a classifier maximizing the
entropy. In the same way, in order to characterize what is
appreciated or not in a sentence, Nigam and Hurst (2004)
combine a parsing technique with a bayes classifier to
associate polarity to sets of themes.

In addition, Pang et al. (2002) and Dave et al. (2003) show
that corpus preparation with a lemmatizer or a negation de-
tection for example, is useless. In order to predict reviews
opinion, these two papers explore some learning methods
and show that they are more powerful than parsing meth-
ods followed by a calculation as presented in the previous
section. Considering comments as bags of words and using
the relevant learning technique lead to 83% of good predic-
tions. We will see in the following part of this paper that
our own experiments confirm those conclusions.

3. Our two approaches
We compare in this section two opinion analysis ap-
proaches with their results. The initial corpus is composed
of 60,000 films reviews rated by authors. Half of them
express positive opinion and the other half, negative
opinion. We keep a set of 10,000 positive and 10,000
negative for the tests. Both approaches are tested on the
same test corpus.

The main difficulty of this corpus is the small size of
reviews (twelve words on average). This makes opinion
extraction difficult even for human sometimes. Moreover,
the corpus is composed of textual messages very similar
to forum messages. They present common characteristics
such as accumulation of the ponctuation (” !!! ”), smileys
(” :-) ”), SMS language (” ur ”, ” gr8 ”) or words stretching
(” veryyyyy cooooool ”).

Each review in our corpus has a rate given by the author
(0 to 5 stars) and our final aim is to predict this rate. We
have decided to classify reviews in two classes. Reviews
with a rate lower than three stars are considered as negative
reviews, other as positive reviews. Here follow examples of
reviews with their rate (table 1).

3.1. Linguistic approach
3.1.1. Technique
First step for this method is, as it was seen in the state of
the art, the building of a dictionary of opinion words. We
have used linguistic techniques to do that.
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Rate Review
POS Great movie!
NEG this wasn’t really scary at all i liked it but just

wasn’t scary...
POS I loved it it was awsome!
NEG I didn’t like how they cursed in it......and this is

suppose to be for little kids....
NEG Sad ending really gay
POS sooo awsome!! (he’s soo hot)
POS This is my future husband lol (orlando bloom)
NEG Will Smith punches an alien in the face, wtf!!??
NEG i think this is one of those movies you either love

or hate, i hated it! :o)

Table 1: Examples of reviews

In first, we have separated all reviews according to their
rate. For each review category (set of reviews rated 1 star,
set of reviews rated 2 stars . . . ), we have applied a shal-
low parser (de Neef et al., 2002) to lemmatize and tag the
text. We have filtered the words according to their Part of
Speech tag and frequency. Verbs and adjectives have then
been manually classified according to the opinion they con-
vey.
This list has been increased using a synonym dictionary
(www.wordreference.com). Only verbs and adjectives that
are not ambiguous have been classified. For example, the
word terrible is not classified because it can expressed both
opinion polarities.

183 opinion words have been classified in two classes,
positive words (115) and negative words (68), in this
manner. The table 2 presents a part of the lexicon. Let us
note this dictionary was not made on the corpus used to
evaluate this method.

Positive words good, great, funny, awesome, cool,
brilliant, hilarious, favourite,
well, hot, excellent, beautiful,
fantastic, cute, sweet ...

Negative words bad, stupid, fake, wrong, poor,
ugly, silly, suck, atrocious,
abominable, awful, lamentable,
crappy, incompetent ...

Table 2: Part of hand crafted lexicon

The last step of the analysis consists in counting opinion
words in each review to determine the polarity. For that we
have in first time lemmatized all reviews (same pretreat-
ment than in the lexicon building) and we have only kept
adjectives and verbs. Then, we have assigned a polarity to
reviews according to the majority number of positive words
or negative words.
We have not performed any sophisticated NLP techniques
such as a grammatical structural analysis. But keeping only
verbs and adjectives avoid misinterpretations of words such
as ”like” which can hold different roles in a sentence. Re-

garding the review style, we can suppose that NLP tools
would not face the bad English writing, and indeed, apply
more complicated NLP treatments would probably became
rapidly costly in adaptation to this specific corpus.

3.1.2. Results
This method allowed to rate 74% of films reviews on the
20,000 present in the test corpus. All the following results
are calculated according to the rated reviews. To compare
results with other techniques, we calculate three values:
precision, recall and Fscore.

Here follows the functions used to calculate these values:

• precision = number of positive examples cover

number of examples cover

• recall = number of positive examples cover

number of positive examples

• Fscore = 2 ∗ precision ∗ recall
precision + recall

The confusion matrix of results is presented in table 3.

Pos. reviews Neg. reviews
Predicted pos. reviews 8089 3682
Predicted neg. reviews 218 2823

Table 3: Confusion matrix obtained with the hand crafted
lexicon

With this technique we obtain 0.81 for precision, 0.70 for
recall and 0.75 for Fscore.

The largest difficulty is to determine polarity of negative
reviews. Indeed, the recall of negative reviews is 0.43,
whereas it is 0.97 for positive reviews. Contrary, precision
of positive reviews (0.69) is worse than precision of nega-
tive reviews (0.93).
This phenomon can be due to the dictionary we used: the
positive category contains almost twice more words than
negative category. But the problem is not the detection
of negative reviews but their bad interpretation. These
results lead us to think that people use negation to express
their bad feelings sometimes without using any adjective
nor verb carrying negative opinion. This intuition will be
confirmed with the results of statistic approach.

To check quality of our dictionary, we have remade this
experiment by using a English words set already classified
by Stone et al. (1966) and Kelly and Stone (1975). The
new lexicon contains 4,210 opinions words (2,293 negative
words and 1,914 positive words). With this new opinion
dictionary, the technique classifies more reviews (a gain of
4% essentially on negative ones) but results of prediction
are worse than previously: 0.67 for precision, 0.65 for
recall and 0.66 for Fscore. See the confusion matrix of
results in table 4.

The explanation for these worse results is certainly a
lexicon less adapted for this corpus. It is a lexicon more
general whereas our homemade lexicon was build with
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Pos. reviews Neg. reviews
Predicted pos. reviews 7027 3743
Predicted neg. reviews 1165 3716

Table 4: Confusion matrix obtained with General Inquirer
lexicon

words appearing regularly in a similar corpus.

These new results show the same problem with negative re-
views, although this second lexicon contains more negative
words. This confirms our first idea, negation is an important
point to well interpret negative reviews.

3.1.3. Observation of the errors
Not rated reviews There are several explanations why re-
views are not been rated:

• Gaps in the hand crafted lexicon. Examples:
”wooohooo film”, ”watched it all the time when i was
younger”, ”no please no”, ”I can not remember story”.

• Presence of adjectives expressing sentiments or beliefs
that can be associated with different opinion according
to people. Examples: ”so romantic”, ”weird movie”,
”I was afraid”, ”it is very sad”.

• Presence of as many positive words as negative words.
In this case, the classifior considers the review as neu-
tral. Examples: ”bad dish good opinion”, ”not bad -
not great either”, ”really bad film, I thought it would
be alot better”.

• Some of the reviews get empty after NLP pretreat-
ment. They are not containing any verbs nor adjec-
tives.

Bad rated reviews Majority of errors are due to negation
words which are not considered. The solution could be to
change opinion polarity when a negation is present in the
review. Indeed, reviews are very short so we can think that,
statistically, they are composed of only one sentence, thus
the negation modify on all the verbs or adjectives present.
If this method is not satisfying, the idea could be to do a
dependency parsing in order to find which word the nega-
tion is related to, and thus reversing the polarity only on the
involved words.
We can find numbers of ironic or sarcastic sentences as ”fun
4 little boys like action heros and stuff u can get into it :p”
which was rated negatively by the author whereas we rate
it positively.

3.2. Machine learning approach
Let us first present the method we used and then comment
the results. We will analyze the prediction quality of our
classifier, but we will show that a deeper exploration give
information on the Internet users’ writing style.

3.2.1. Compression-Based Averaging of Selective
Naive Bayes Classifiers

In this section, we summarize the principles of the method
used in the experiments. This method, introduced in Boullé

(2007), extends the naive Bayes classifier owing to optimal
preprocessing of the input data, to an efficient selection of
the variables and to an averaging of the models.

Optimal discretization The naive Bayes classifier has
proved to be very effective on many real data applications
(Langley et al., 1992; Hand and Yu, 2001). It is based on the
assumption that the variables are independent within each
output label, and simply relies on the estimation of univari-
ate conditional probabilities.
The evaluation of the probabilities for numeric variables
has already been discussed in the literature (Dougherty et
al., 1995; Liu et al., 2002). Experiments demonstrate that
even a simple equal width discretization brings superior
performance compared to the assumption using a Gaussian
distribution.
In the MODL approach (Boullé, 2006), the discretization is
turned into a model selection problem. First, a space of dis-
cretization models is defined. The parameters of a specific
discretization are the number of intervals, the bounds of the
intervals and the output frequencies in each interval. Then,
a prior distribution is proposed on this model space. This
prior exploits the hierarchy of the parameters: the number
of intervals is first chosen, then the bounds of the intervals
and finally the output frequencies. The choice is uniform at
each stage of the hierarchy.
Finally, the multinomial distributions of the output values
in each interval are assumed to be independent from each
other. A Bayesian approach is applied to select the best dis-
cretization model, which is found by maximizing the prob-
ability p(Model|Data) of the model given the data.
Owing to the definition of the model space and its prior dis-
tribution, the Bayes formula is applicable to derive an exact
analytical criterion to evaluate the posterior probability of a
discretization model.
Efficient search heuristics allow to build the most probable
discretization given the data sample. Extensive compara-
tive experiments report high performance.

Bayesian Approach for Variable Selection The naive
independence assumption can harm the performance when
violated. In order to better deal with highly correlated
variables, the selective naive Bayes approach (Langley and
Sage, 1994) exploits a wrapper approach (Kohavi and John,
1997) to select the subset of variables which optimizes the
classification accuracy.
Although the selective naive Bayes approach performs
quite well on datasets with a reasonable number of vari-
ables, it does not scale on very large datasets with hundreds
of thousands of instances and thousands of variables, such
as in marketing applications or, in our case, text mining.
The problem comes both from the search algorithm, whose
complexity is quadratic in the number of the variables, and
from the selection process which is prone to overfitting.
In Boullé (2007), the overfitting problem is tackled by rely-
ing on a Bayesian approach, where the best model is found
by maximizing the probability of the model given the data.
The parameters of a variable selection model are the num-
ber of selected variables and the subset of variables. A hi-
erarchic prior is considered, by first choosing the number
of selected variables and second choosing the subset of se-
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lected variables. The conditional likelihood of the models
exploits the naive Bayes assumption, which directly pro-
vides the conditional probability of each label. This allows
an exact calculation of the posterior probability of the mod-
els.
Efficient search heuristic with super-linear computation
time are proposed, on the basis of greedy forward addition
and backward elimination of variables.
Compression-Based Model averaging Model averaging
has been successfully exploited in Bagging Breiman (1996)
using multiple classifiers trained from re-sampled datasets.
In this approach, the averaged classifier uses a voting rule
to classify new instances. Unlike this approach, where each
classifier has the same weight, the Bayesian Model Aver-
aging (BMA) approach (Hoeting et al., 1999) weights the
classifiers according to their posterior probability.
In the case of the selective naive Bayes classifier, an in-
spection of the optimized models reveals that their poste-
rior distribution is so sharply peaked that averaging them
according to the BMA approach almost reduces to the MAP
model. In this situation, averaging is useless.
In order to find a trade-off between equal weights as in bag-
ging and extremely unbalanced weights as in the BMA ap-
proach, a logarithmic smoothing of the posterior distribu-
tion called compression-based model averaging (CMA) is
introduced in Boullé (2007).
Extensive experiments have demonstrated that the resulting
compression-based model averaging scheme clearly out-
performs the Bayesian model averaging scheme.

3.2.2. Results
With this approach we have no a priori on the data. Indeed
we hang on all reviews as the authors wrote them and pro-
cess them as bags of words. We do not treat the data with
NLP tool. We apply to the text only two treatments; we put
in lowercase all letters and we delete the punctuation.

We learned on a corpus containing 20,000 positive reviews
and 20,000 negative. We tested this training on the same
test corpus than in the precedent method.

Let us start by commenting training results. The tool found
305 informative variables out of the 24,825 words present
in the learning corpus. Little of them are very informative
as shown in the figure 2. They are classified according their
level value. The level is directly related to the posterior
probability of a discretization model, with a 0-1 normaliza-
tion. Its value is 0 in case a no informative input variable
and is asymptotically equal to 1 in case of perfectly infor-
mative input variable.
Majority of words having a positive level express opinion.
But other words appear in this list.

These results allow to learn opinion vocabulary but also in-
formation on the style of the reviews. Informations sup-
plied by ”and” (table 5) indicate that authors write longer
texts with more details when they talk about a movie they
appreciated.
This phenomenon is specified with other terms present in
the list. We find too ”movie” (table 6) and ”film” (table 7)

Figure 2: Evolution of levels of informative variables

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,525397 0,474603 33725
[0.5; 1.5[ 0,401667 0,598333 4439
[1.5; 4.5[ 0,299568 0,700432 1619
[4.5; inf[ 0,0599078 0,940092 217

Table 5: Informations of ”and”

and link-words as ”a” (table 8), ”the” (table 9), ”of ”, ”in”
. . .
One can think that users have tendency to be more prolix
and detail their point of view on film features when they
appreciate the movie.
The presence of words as ”action” (table 10) and ”thriller”
(table 11) can confirm this explanation. Authors explain
why they appreciated the film and what they appreciated in
the film.

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,535447 0,464553 30849
[0.5; 1.5[ 0,380505 0,619495 9151

Table 6: Informations of ”movie”

Another observation is the presence of negation words
in informative variables. That explain certainly the weak
score of precision for positive reviews and recall for
negative reviews in the previously approach. Indeed, we
can note that negation terms appear much more in negative
reviews than in positive reviews (table 12 and 13).

Concerning the opinion prediction, the confusion matrix of
results in table 14 shows that this time, all the reviews are
classified. Scores obtained are 0.77 for precision, 0.76 for
recall and Fscore. They are better than those obtained with
the classic naive Bayes classifier (approximately 0.70 for
the three indicators). Results are equivalent to our linguistic
results regarding to the Fscore, but, recall is significantly
better for negative reviews (0.82 instead of 0.43), also is the
precision on positive reviews (0.80 instead of 0.69). On the
contrary, recall is worse for positive reviews (0.70 instead
of 0.97) and so is the precision on negative reviews (0.74
instead of 0.93). ML technique provides balanced results
for each class, but overall it does not outperforms the NLP
approach.
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Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,513252 0,486748 37013
[0.5; 1.5[ 0,335788 0,664212 2987

Table 7: Informations of ”film”

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,523142 0,476858 31177
[0.5; 1.5[ 0,430528 0,569472 7960
[1.5; 2.5[ 0,304751 0,695249 863

Table 8: Informations of ”a”

4. Conclusion, prospects
We have tested and evaluated two approaches for opin-
ion extraction. The first one consists in building a lexicon
containing opinion words using low-level NLP techniques.
This lexicon allows to classify reviews as positive or nega-
tive. The second method consists in using a machine learn-
ing technique to predict the polarity of each review.
We used data from flixster as a benchmark to evaluate
those two recommendation methods, using part of the
opinion corpus as a learning testbed and the rest of it
to evaluate classification performance. Thanks to those
experiments, we are able to discriminate the qualities of
the two techniques according to various criteria. In the
rest of this conclusion, we synthesize our results, trying to
provide the reader with an understanding of each technique
specificity and limitation.

While digging into the results obtained with the machine
learning (ML) technique, it seems that it inherently pro-
vides a deeper understanding of how the authors express
themselve according to what they thought about a movie.
Indeed, results show that people generally write more when
they appreciated the movie for example, giving more de-
tailled reviews of movies features. It turns out that opinion
words are not the only opinion indicator, at least for this
kind of corpus.
Independently of the analysis technique, an important is-
sue with automating opinion extraction is that we cannot
expect a machine to predict good polarity for each review.
Consider for instance the sentence ”Di Caprio is my future
husband”: it does not indicate whether the author appre-
ciated the film or not. Thus our aim is not to know the
polarity of each review but to have the best possible classi-
fication (including indetermination). Improvement of pre-
diction results with ML can be obtained by using an inde-
cision threshold. i.e. when the probability to have a well
prediction is too weak, we can decide not to classify the
review.
With NLP technique, this problem does not exists because
reviews which do not contain opinion words are not classi-
fied. However, results of this technique can be improved.
For instance detectinng negations would be an important
progress. Indeed, ML results show that negative opinions
are often expressed by using words carrying positive opin-
ion associated with a negation. Since our linguistic ap-
proach ignores every negations, most of the negative re-

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,522945 0,477055 29179
[0.5; 1.5[ 0,457694 0,542306 8923
[1.5; 2.5[ 0,346154 0,653846 1898

Table 9: Informations of ”the”

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,505069 0,494931 39262
[0.5; 1.5[ 0,230352 0,769648 738

Table 10: Informations of ”action”

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,502907 0,497093 39725
[0.5; 1.5[ 0,08 0,92 275

Table 11: Informations of ”thriller”

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,48512 0,51488 36189
[0.5; 1.5[ 0,641301 0,358699 3811

Table 12: Informations of ”not”

Value Neg. review Pos. review Frequency
]-inf; 0.5[ 0,49419 0,50581 38896
[0.5; 1.5[ 0,70471 0,29529 1104

Table 13: Informations of ”didn’t”

Pos. reviews Neg. reviews
Pos. reviews predict 7060 1793
Neg. reviews predict 2940 8207

Table 14: Confusion matrix obtained with Machine Learn-
ing

views are labelled as positive ones. Best solution is prob-
ably to proceed to a dependency parsing. But the kind of
prose which we are faced with (SMS writing, spelling er-
rors, weird sentences construction . . . ) certainly will com-
plicate this step.
The main point characterising ML techniques is that new
datasets can be analysed without any a priori knowledge
(i.e. lexicon) and then quickly deployed with a confortable
reliability on both positive and negative reviews. But the
corpus has to be large enough to offer a consistent training
dataset and has to contain rates to supervise the training,
which is not always the case.
This approach may also be used to detect pertinent words
and thus help in building the dictionary, particularly in the
context of Web Opinion Mining, where it is necessary to
adapt the lexicon to the inventive vocabulary the Internet
users’ writings abound in.
Contrary, NLP technique does not require learning step,
except regular updates of the lexicon. So it can be deployed
immediately on a small corpus without rated examples.
With a dependency parsing step in order to detect nega-
tions, the results could be competitive with ML techniques
if not more often.
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As a conclusion, we propose to use a low-level NLP ap-
proach when the corpus is too small to have a good training:
the cost of building a lexicon (small ones bring satisfying
quality) and designing a negation detection remains reason-
able. If the corpus is large enough, ML approach will be
easier to deploy.
To go further, we may explore if linguistic pretreatments on
the corpus for ML technique can reduce the number of vari-
ables (by reducing the vocabulary describing the reviews)
without losing information and damaging the quality. We
may also focus on a higher level NLP approach and try to
explain why people (dis)like movies.
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M. Boullé. 2006. MODL: a Bayes optimal discretization
method for continuous attributes. Machine Learning,
65(1):131–165.
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Abstract  
Sentiment analysis is particularly relevant in marketing contexts because it is essential for deriving an in-depth understanding of 
consumer behaviour. This manuscript illustrates an exemplary best-practice case study for the application of text analysis tools. The 
case study analyzes the association of female consumers with the product category “shoes”. Automated text analysis is used to identify 
features and structures from the qualitative data at hand. The results of the automated text analysis are contrasted with manual feature 
coding, showing a comparable coding quality while yielding considerable savings of time and effort. Thus we conclude that NLP offers 
a high potential for future research applications to solve marketing problems. 

1. Introduction 

With the advancement of natural language 
processing (NLP), many new research opportunities 
have opened up for scientists in various different 
fields. Among these, marketing research constitutes 
a prominent but yet unexplored application field. 
Recent innovative approaches in this area rely on 
in-depth interviewing to gain insight into consumers’ 
thoughts and feelings regarding specific brands and 
products (Teichert et al., 2004). Interviews yield a 
large amount of qualitative data that is hard to handle 
and needs to be structured in order to be analyzed. 
Manual coding and categorization can be 
cumbersome and time consuming. Therefore, the 
development and application of text analysis 
software is of high importance for marketing 
researchers both on the academic and the 
practitioners’ side. 

This manuscript illustrates an exemplary 
best-practice case study for the application of text 
analysis tools. Sentiment analysis is particularly 
relevant in marketing contexts because it is essential 
for deriving an in-depth understanding of consumer 
behaviour. This case study analyzes the association 
of female consumers with the product category 
“shoes”. This product category is assumed to be 
emotionally laden especially for female consumers, 
reaching far beyond mere functional aspects. Data 
elicitation and processing techniques are based on 
methods derived from human associative memory 
models and network analysis. As opposed to many 
text analysis applications, data are not obtained from 
secondary (internet) sources but from 30 personal 
in-depth interviews with female consumers. The 
underlying objective for the pursued marketing 

research is to derive a novel characterization of 
female shoe consumers. This should build the basis 
for developing innovative marketing measures 
which target yet unexplored consumer sentiments. 

Automated text analysis is used to identify features 
and structures from the qualitative data at hand. Text 
analysis tools are integrated into qualitative data 
analysis in order to minimize subjectivity and to 
maximize replicability by excluding all elements of 
personal experience and emotions from the coding 
process. The results of the automated text analysis 
are contrasted with manual feature coding, showing 
a comparable coding quality while yielding 
considerable savings of time and effort. Thus we 
conclude that NLP offers a high potential for future 
research applications to solve marketing problems. 

2. Conceptual Background 

The specific requirements for text analysis tools are 
derived from theories and techniques underlying the 
applied elicitation and analysis techniques. It is 
essential to understand the working of consumer 
memory as well as the encountered problems in 
eliciting and analyzing qualitative data, in order to 
develop an appropriate procedure of automated text 
analysis. 

2.1 Consumer Associations and Mental 
Processing 
Various theories and models exist that explain the 
working of human memory. Particularly in the field 
of marketing and consumer behaviour research, 
Human Associative Memory (HAM) is a widely 
accepted model with an increasing number of studies 
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based upon it (Krishnan, 1996; Henderson et al., 
1998; Henderson et al., 2002). According to this 
model, information is stored in nodes which are 
linked (associated) with each other forming a 
complex network of associations (Anderson, 1983; 
Keller, 1993). Based upon this, Spreading Activation 
theory provides a (however not uncriticized) 
framework to explain temporal aspects of 
associations (Hermann et al, 1993). It assumes that 
mental activity spreads from active concepts to all 
related concepts. 

In the case of brands, for instance, the stimulating 
element can be a brand’s logo or advertising jingle: 
individual nodes within the brand’s associative 
network are activated and become accessible and 
retrievable. Activation then spreads to adjacent 
nodes turning activated nodes into source nodes 
which, in turn, spread their activation to their 
neighbour nodes (Anderson, 1983; Collins & Loftus, 
1975). This spread of activation produces a chain, or 
flow, of thoughts. A representation of this flow of 
thoughts, though inevitably incomplete, can be 
obtained from the flow of speech, for example when 
eliciting brand or product associations during an 
interview. Speech not only contains the main aspects 
that are stored for a particular concept, i.e. the 
informational content of nodes, it can also be used to 
track the flow of thought and thus the existing 
associations, i.e. links between nodes, in the 
interviewee’s mind. 

Since most information is stored non-verbally in the 
human mind, standardized questionnaires and 
straightforward questioning often do not produce the 
desired results. Elicitation techniques, such as the 
Zaltman Metaphor Elicitation Technique (Zaltman 
& Coulter, 1995), take the non-verbal nature of 
human knowledge into account and aim at surfacing 
primary and secondary associations. Applying visual, 
projective, and sensory techniques helps access 
subconscious memory of episodic, autobiographic, 
visual and sensory nature as well as a metaphoric 
description of thoughts, sentiments, and emotions 
(Teichert et al., 2004). 

2.2 Drawbacks of Manual Data Analysis 
The scientific discourse reveals several basic 
problems of qualitative data analysis. When 
analyzing the flow of speech in the form of 
transcribed interviews, researchers are frequently 
faced with ambiguity of statements and expressions. 
In order to structure and code the text on hand, they 
are often required to interpret the interviewees’ 
statements so that a rather subjective representation 
of the elicited data results. The replicability of the 
results is consequently rather low. An existing and 
widely used remedy to this problem is the parallel 
data processing and coding by two or more 
researchers.  

The higher the inter-rater-reliability, i.e. the number 
of identical codes among the raters given 
independently of each other, the higher the 

objectivity level is assumed to be. By convention, 
inter-rater-reliabilities of 70 percent and above are 
acceptable. However, when there are differences 
between raters, codes are often assigned based on 
discussions which constitute another subjectivity 
factor. Particularly in the case of sentiment coding, it 
can be hypothesized that inter-rater-reliability is 
comparatively low for emotional aspects as opposed 
to more rational expressions. 

Text analysis tools offer a solution to this problem as 
they reduce the level of subjectivity to a minimum, 
both during the feature extraction and the 
categorization processes. This leads to a high 
replicability level and, thus, to a higher level of 
reliability. 

2.3 Requirements for Automated Co-Word 
Analysis 
A tool had to be developed that addresses the 
particular requirements of sentiment analysis based 
on qualitative interviews with real-life consumers. 
The concept of Human Associative Memory guides 
the data processing and evaluation process by four 
main assumptions: 

1. Words or concepts mentioned together are 
linked in the mind. 

2. The more salient a concept is, the more often it 
is mentioned during the course of an interview. 

3. The stronger the association between two 
concepts, the more often they are mentioned 
together. 

4. Valence of a concept is indicated by positive or 
negative adjectives annotated to it. 

Qualitative interview data consist of lengthy, often 
quite unfocused text information. Thus, text analysis 
tools first and foremost need to identify and extract 
the main consumer thoughts and sentiments from the 
transcribed interviews while excluding irrelevant 
aspects. Further, in order to make the sentiment data 
more manageable and interpretable, individual 
sentiments must be assigned to categories that 
represent specific types of feelings toward the 
product or brand in question.  Finally, data needed to 
be coded such that network analytic evaluation 
techniques could be applied.  

In sum, the specific requirements of the text analysis 
tool were as follows: 

1. Extraction of features and consolidation of 
extracted features into meaningful categories. 

2. Processing of the data using a co-word-analysis 
on a paragraph level as basis for the 
development of associative networks. 

3. Consideration of valence expressions for the 
weighting of individual features. 

The developed text analysis tool fulfils all of the 
above mentioned criteria while providing an 
intuitive user interface for marketing researchers 
without extensive IT background. 
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3. Technique and Implementation 

The complete process covered by the tool comprises 
the following steps: 

1. Import of text sources. 
2. Processing of texts. 
3. Graph creation 
4. Graph clustering. 

If there is a large amount of text to be processed, all 
processing steps can be done by an automatic batch 
process. To play with the data and tune parameters, 
the user is provided with a graphical user interface 
that reflects the processing structure and allows them 
to interfere at each processing step (cf. figure 1). 

Figure 1: Graphical user interface 

3.1 Import of Text Sources 
The first task covers the reading of text files with 
annotated metadata in a specific file format. Texts 
are automatically divided into sections and 
paragraphs that contain answers to questions as part 
of interviews. 

3.2 Processing of Text 
The second task does the real work: the processing 
of texts. The aim is to extract features for sections 
and paragraphs, to reduce word forms to base forms 
and to add synonyms to each of them. 
The extraction of features is mainly pattern based. 
First, we eliminate stop words and recognize valence 
words. Features are then supposed to be located right 
of valence words. Stop words are the usual high 
frequency general language and domain specific 
uninteresting words with the exception of valence 
markers. These are words that modify the meaning 
of the features. E.g. in a  sentence such as “These 
shoes are very comfortable.”, the words “these” and 
“are” are recognized as stop words, “very” is a 
valence word and “shoes” and “comfortable” are 
features; “very” is associated to and located left of 
“comfortable”. 

Each valence word has an associated value that 
modifies the value of the feature. These values can 
be positive or negative, e.g. “don't” would be 
considered a valence word with negative value. Each 
sentence is processed separately in order to avoid 
side effects with valence words at the end of a 
sentence. The text is searched for known valence 
words first (to ensure that we do not eliminate 
valence words if they appear in the list of stop 
words). Next, stop words are eliminated. What 
remains are the features and possibly valence words 
associated to them. 

The resulting features are reduced to their base 
forms by using a web service for base form reduction 
offered by the department for natural language 
processing at the University of Leipzig 
(http://wortschatz.uni-leipzig.de/Webservices/). To 
get the base form of a given word, the web service 
simply uses a pre-processed list of words that 
associates with each word form a corresponding 
base form (Biemann et. al., 2004). 

The base forms of the features are then used to 
request synonyms by the Leipzig web services. As a 
result, a list of weighted features is derived with a 
list of synonyms associated to each of them. 
To make the data visible, HTML documents are 
generated containing the original texts and 
highlighting the extracted information (cf. figure 2). 
The features are marked in green or red with colour 
shades from dark to light green for positive and red 
for negative values; valence words are printed in 
italics; the base forms are added after the feature in 
square brackets and synonyms are shown as tool 
tips. 

Figure 2: HTML visualisation of processed text 

3.3 Graph Creation and Clustering 
In order to cluster the features, we build a graph that 
associates similar features. To this end, the synonym 
vectors of the features are compared and a similarity 
value is calculated by comparing the synonym 
vectors with respect to the number of common 
synonyms using the Dice coefficient (Heyer et. al. 
2006). Alternatively hereto, a cosine co-efficient 
could have been applied which showed to be more 
sensitive to the relative importance of a word (Lewis 
et al. 2006). 
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In addition to the creation of the “normal” graph, it is 
possible to create a “joined” graph in which nodes 
with a high1 similarity are joined. In case there are 
too many nodes in the graph that have many links to 
each other, this joining of nodes generally achieves 
better clustering results. 
The tool has functions to display the graph and to 
export it as a matrix. These functions do not change 
the derived results; they merely allow for a simple 
visualisation and make it possible to analyse the data 
with other tools. 

The resulting graph is clustered with the Chinese 
Whispers Clustering algorithm (Biemann, 2006). 
Each feature is assigned to a cluster. The resulting 
data are then exported to a CSV2 file that can easily 
be imported into other tools for further processing. 

4. Exemplary Case Study 

In order to illustrate the proposed approach, a study 
was conducted that analyzed the association of 
female consumers with the product category “shoes”. 
This product category is assumed to be emotionally 
laden especially for female consumers, reaching far 
beyond mere functional aspects. While the comfort 
of shoes influences the physical well-being of a 
person, it is more than the mere satisfaction of such 
physical needs that drives the purchase of shoes. 
During the buying process, both physical products as 
well as brand images provide cues for the activation 
of associative networks, leading to the purchase or 
rejection of particular products. Using sentiment 
analysis to reveal subconscious associations helps 
marketers understand how consumers really feel 
about the product category and enables them to 
create effective targeted marketing programs. 

The study was conducted in Hamburg, Germany, 
with 30 women between 23 and 57 years of age 
elaborating on their perception of shoes in 30-minute 
interviews each. The sample contained a mixture of 
women with various cultural, educational, and 
sociodemographic backgrounds. Further, as 
suggested by Supphellen (2000), the sample 
contained heavy users as well as average and light 
users. Several different questioning techniques, 
including the presentation of visual stimuli as well as 
sensory and projective techniques (Teichert et al, 
2004) were applied. This allowed for a 
comprehensive view on interviewees’ associations 
regarding shoes and the process of purchasing and 
wearing shoes. 

A total of 1,938 different features could be extracted 
from the transcribed interviews. Manual coding 
resulted in 133 and 112 categories for the two raters 
respectively. Inter-rater-reliability was 65.3 percent 
after the exclusion of uncategorized features. 
Interestingly, inter-rater-reliability was 60.6 percent 

                                                          
1 If the similarity exceeds a given value. 
2 Comma-separated values - 
http://en.wikipedia.org/wiki/Comma-separated_values 

for emotional aspects while for rational aspects, it 
was 66.7 percent. Thus, the hypothesis of the 
increased subjectivity in the coding of sentiments 
could be confirmed. 

The automatic categorization resulted in 185 
categories or clusters. 100 of the 148 manually 
developed categories, i.e. 67.6 percent, were 
identical or similar to the automatically developed 
categories. This figure highlights the high quality 
and accuracy of the clustering algorithm. 

The network analytic examination of the processed 
data yields an associative network as shown in figure 
3. In order to reduce the complexity and make the 
network intuitively understandable, only links of 
strength 7 and above and the respective nodes are 
shown. 

Figure 3: Associative Network for Shoes

It can clearly be seen that the product category of 
shoes activates a number of highly emotional 
associations in the female consumers’ minds. The 
experiential aspects of the purchasing process 
(marked in blue) are highly salient as shown by 
associations such as “satisfy/please”, “wear/try on”, 
“spend time”, “discover”, “examine”, 
“watch/perceive”, “satisfaction/gratification”, 
“enjoy”, and “bliss.” Simply put: the process of 
selecting and buying shoes makes female consumers 
happy and gives them a feeling of deep satisfaction. 
Service quality and store ambience can therefore be 
strong differentiating factors for a shoe or shoe store 
brand.  

Additionally, shoes are not only seen as part of a 
woman’s appearance, but they also contribute to her 
overall well-being and self-confidence. Strong links 
between associations such as “appearance”, 
“attractive/sexy”, “comfort”, “grace/beauty”, 
“extravagant/unique”, “soul”, and “mood” (marked 
in yellow) highlight the role of shoes as transformers 
of a woman’s perception of herself. The associative 
network further reveals the noteworthy effect of high 
heels on a woman’s way of walking: with the felt 
“extension” of her legs, the interviewed female 
consumers perceive to walk more gracefully and feel 
more attractive when wearing high heeled shoes. 
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A third group of nodes (marked in red) comprises 
aspects of the actual quality of a shoe, including its 
design, form, material, and colour, which is part of a 
shoe’s signalling function. Finally, associations such 
as “light/sunny”, “uncomplicated” and 
“relaxed/harmonious” help researchers understand 
how women characterize their relationship with 
shoes: unlike clothing, shoes fit no matter whether a 
woman’s weight changes, making them very 
“uncomplicated companions” and the shopping 
experience very “relaxed.” 

Translated into marketing activities, shoe brands 
could gain a significant competitive edge by using a 
strongly personal and emotional positioning. A 
communication strategy should be designed that 
reflects their remarkable transformative effect. 
Shoes are a highly personal issue, comparable to 
jewelry, which is why approaches such as mass 
customization using online design platforms that 
take a woman’s desire for unique shoes into account 
may have a high potential for future success. 

5. Conclusion and Outlook 

As shown by the case study, automated text analysis 
offers many interesting opportunities for innovative 
marketing research applications. The developed tool 
yields results that are comparable to manual coding 
of qualitative data while requiring only a fraction of 
the necessary time and effort. The network 
representation of the main concepts offers a quick 
yet comprehensive overview of the complete pool of 
qualitative data. Further network analytic measures 
can yield more detailed insights into the roles and 
relationships of individual associations. Such 
consecutive analyses, which are beyond the scope of 
this article, should allow for additional concept 
disambiguation and a thorough analysis of the 
interviewees’ thoughts and sentiments. This would 
hardly be possible with manual data processing and 
purely verbal descriptions of the findings. 

Future work can improve the results in various ways. 
In the field of text analysis, the number of 
one-element clusters can be reduced. There are 
clustering algorithms that may perform less 
powerfully while possibly yielding better results (e. 
g. agglomerative hierarchical clustering). Also the 
synonym data is still incomplete. Thus, as of now, 
some features cannot be clustered because there are 
no synonyms to be compared. Another task is the 
extraction of valence words. At present, they are 
recognized only if they appear in front of features. 
But human language is more variable. For example 
consider the following sentence: "They may say it is 
delicious, but it is not!" To handle wording like this 
appropriately, more complex patterns will be 
needed. 

On the marketing side, we see a range of 
opportunities arising from the application of 
automated text analysis. However, marketing 
researchers must look beyond the mere extraction 

and clustering of features. Taking the network 
structure of human memory into account, possible 
future research should aim at reconstructing both the 
order as well as direction of node activation. This 
would allow to gain an even deeper understanding of 
purchasing motivation and decision processes. 
Additionally, data elicitation and interview 
transcription techniques should be adjusted to 
ex-ante accommodate for the specifics of automated 
text analysis tools in order to yield the most useful 
and precise data possible. 
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Abstract 
We discuss an aspect of an affect-detection system used in edrama by intelligent conversational agents, namely affective interpretation 
of limited sorts of metaphorical utterance. Our system currently only deals with cases, which we found to be quite common in edrama, 
in which a person is compared to, or stated to be, something non-human such as an animal, object, artefact or supernatural being. Our 
approach permits a limited degree of variability and extension of these metaphors We discuss how these metaphorical utterances are 
recognized, how they are analysed and their affective content determined and in particular how the Electronic Lexical Database, 
WordNet, and the natural language glosses of the WordNet sysnsets can be used. We also discuss how this relatively shallow approach 
relates in important ways to the deeper ATT-Meta theory of metaphor interpretation and to approaches to affect and emotion in 
metaphor theory. We finish by illustrating the approach with a number of ‘worked examples’. 

1. Introduction 
This paper discusses aspects of the extraction and 
processing of affective information such as emotions/ 
moods (e.g. embarrassment, hostility) and particularly 
evaluations (of goodness, importance, etc.) as conveyed 
by metaphor in free-form textual utterances. The 
background to this work is our experience in building 
upon an edrama system produced by one of our industrial 
partners, in which human users - school children, so far, in 
the testing and development stage of our work- improvise 
around certain themes by typing in utterances for the 
on-screen characters they play to utter (via speech 
bubbles). Drama by its nature involves emotional 
experience and this is furthered by the nature of the 
themes or scenarios we have used, namely ‘school 
bullying’ and a scenario involving a sufferer of a 
particularly embarrassing disease -Crohn’s disease- 
discussing with friends and family whether or not to 
undergo an operation. User-testing (Zhang et al, 2006) 
shows that users have enjoyed using the system. 

The need for the extraction and processing of affect arises 
because we have added to the edrama the option of having 
a bit-part character controlled by an Intelligent 
Conversational Agent (ICA). This ICA is capable of 
making largely contentless, but emotionally appropriate, 
interjections and responses in order to keep the 
conversation flowing, which it does by extracting affect 
from the human controlled characters’ utterances. The 
same algorithms are also used for influencing the 
characters’ gesturing (when a 3D animation mode 
produced by one of our industrial partners is used). Whilst 
other ICA research has concerned itself with the 
conveyance of affect (e.g. Picard, 2000), it appears that 
the conveyance of affect via metaphor has been largely 
ignored. Indeed, relatively little work has been done on 
any detailed computational processing of metaphor. 
Major exceptions include (Fass, 1997; Hobbs, 1990; 

Martin, 1990; Mason, 2004; Narayanan, 1999). 

The background to the work on the conveyance of affect 
via metaphor comes from the authors’ approach to, and 
partially implemented system (ATT-Meta) for, the 
processing and understanding of metaphor in general 
(Agerri et al. 2007; Barnden et al. 2004; Wallington et al. 
2006). This is a more ambitious aim than the mere 
recognition of a metaphor or the classification of a 
metaphor into one of a number of different metaphor 
classes or conceptual metaphors (see Mason, 2004). The 
details of the implemented system need not concern us 
since they are not used in the control of the edrama ICA. 
However, aspects of the approach to metaphor are used. 
Thus, our metaphor approach and system emphasizes the 
open-endedness of metaphorical expressions, whereby 
conventional metaphors and fixed phraseology may be 
varied, extended and elaborated upon so as to convey 
further information and connotations not conveyed by the 
conventional metaphor. Although our ICA work uses 
WordNet for analysis of many of the affect-conveying 
metaphorical senses we find, we can analyse some phrasal 
variation in the words and deal with some senses that are 
not found. 

Relatedly, our approach and system eschews large sets of 
correspondences between ontologically complex source 
and target domains in the manner of Lakoff and Johnson’s 
(1980) ‘Conceptual Metaphor Theory’ e.g. ARGUMENT 
IS WAR, or ANGER IS HOT LIQUID UNDER 
PRESSURE (see Gibbs, 1992; Kövecses, 2000), with the 
meaning of a metaphorical utterance ‘read off’ from the 
source-target correspondences. Instead we assume very 
few, more abstract, specific source-target links between 
domains and account for much of the apparent systematic 
relatedness between source and target domains by noting 
that certain types of information, relations, attributes that 
can be inferred as holding of the situation described by a 
metaphorical utterance transfer in an invariant manner to 
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the target via a limited number of what we term 
View-Neutral Mapping Adjuncts or VNMAs. For 
example, we assume that if a causal link can be inferred as 
holding between entities in the source, then the causal link 
will hold by default in the target. Similarly, if something 
applies to a particular degree in the source, then its target 
equivalent will apply to the same degree in the source and 
likewise with such information as duration, temporal 
ordering, logical relations between entities, and others. 
Crucially for our edrama ICA, we assume that the 
emotional state that is either invoked by some aspect of 
the source, or that holds within the source will carry over 
to the target. We also assume that a value judgement 
concerning something in the source will also carry over 
by default to the target. For example consider a situation 
in which it is said of some foul mouthed character, ‘Tom 
is a sewer’. This can be partially analysed in terms of 
Reddy’s (1979/1993) well known ‘conduit metaphor’, in 
which information and utterances are viewed as if passing 
along a conduit from speaker to hearer, but crucially no 
source-target correspondence will be required for the 
specifics of ‘sewer’. Instead, the negative value 
judgement about the nature of the material passing 
through a sewer should be transferred by the Value 
Judgement VNMA. A similar negative value judgement  
is conveyed by ‘smelly attitude’ or by the comment ‘you 
buy your clothes at the rag market’, two examples taken 
from transcripts the system automatically recorded during 
user-testing. 

Emotional states and behaviour are often described 
metaphorically (Kövecses, 2000; Fussell & Moss, 1998), 
as in ‘He was boiling inside’ [feelings of anger] or ‘He 
was hungry for her’ [feelings of lust] and conceptual 
metaphors such as the above mentioned ANGER IS HOT 
LIQUID UNDER PRESSURE or LUST IS HUNGER 
proposed to account for this, but in an analysis of the 
transcripts from our user-testing the type of affect laden 
metaphor described in the previous paragraph was found 
to be a significant issue in edrama: at a conservative 
estimate, at least one in every 16 speech-turns has 
contained such metaphor (each turn is 100 characters, and 
rarely more than one sentence; 33000 words across all 
transcripts). 

This paper will discuss how our system implements the 
transfer of affect in a very limited range of metaphors. 
However, it should be noted that the system underlying 
our edrama ICA does not detect affect solely or even 
primarily via metaphor. Quite apart from the recognition 
of specifically emotive and affective lexis, the system 
deals with letter and punctuation repetition for emphasis 
(“yeessss,” “!!!!”), interjections and onomatopoeia 
(grrrrrrr) (see Zhang et al. 2006 for details). However, 
these may be viewed as manifestations of an abstract 
conceptual metaphor that views or conceptualises ‘more 
of some thing or some quality’ as ‘an increase along one 
salient dimension’; typically height. This often gives us 
the Lakovian conceptual metaphor MORE IS UP, but 

gives word length when dealing with text. The degree of 
increase is conveyed by our degree VNMA. 

Our system uses a blackboard architecture, in which 
hypotheses arising from the processing go onto a central 
blackboard. The production of the various hypotheses can 
then be influenced by hypotheses posted by other 
processes, etc. In particular, we envisage metaphor 
processing being refined by using such information (see 
Smith et al. 2007 for more details). 

2. Affect via Metaphor in an ICA 
Our system currently detects and analyses the 
transference of affect in the cases where a human is cast as 
a non-human of various sorts, as in the following cases: 

1) Casting someone as an animal. This often transfers 
some affect -negative or positive- from the animal to the 
human. Interestingly, since our attitude towards young or 
baby forms, regardless of the animal concerned, are 
typically affectionate, affection is often transferred, even 
when the adult form is negative (‘pig: piglet’, ‘dog: 
puppy’ etc.). We deal with animal words that have a 
conventional metaphorical sense but also with those that 
do not, for it may still be possible to note a particular 
affective connotation, and even if not, one can plausibly 
infer that some affect or other is being expressed without 
knowing if positive or negative. 

2) Relatedly, casting someone as a monster, mythical 
creature or supernatural being of some sort, using words 
such as ‘monster’ itself, ‘dragon,’ ‘angel,’ ‘devil.’ 

3) Relatedly, casting someone as an artefact, substance or 
natural object, as in ‘Tom is a [sewer; real diamond; rock]. 

We currently do not deal with the related case of casting 
someone metaphorically as a special type of human, using 
words such as ‘baby,’ ‘freak,’ ‘girl’ [to a boy], ‘lunatic’. 

In addition, size adjectives (cf. Sharoff 2006) often 
convey affect. Thus, ‘a little X’ can convey affective 
qualities of X such as an affectionate attitude towards X, 
even if the X is usually negative as in ‘little devils’ to 
describe mischievous children (compare with the baby 
forms above), but may sometimes convey unimportance 
and contemptibility as in ‘you little rat’. Similarly, ‘big X’ 
can convey the importance of X (‘big event’) or intensity 
of X-ness (‘big bully’) -and X can itself be metaphorical 
as in ‘big baby’ when said of an adult. 

3. Metaphor Processing 
The approach is split into two parts: recognition of 
potential metaphors; analysis of recognised elements to 
determine affect. Note that in some cases, e.g. using ‘pig’ 
as a negative term for a person, the metaphor analysis 
requires only lexical look-up (e.g., in WordNet, 2006). 
But, not all animal words have a person sense and as 
noted above baby forms often change the affect as do size 
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adjectives. Such cases motivate the further processing. 

3.1 The Recognition Component 
The basis here is a list of words/phrases 
(www.cs.bham.ac.uk/jab/ATT-Meta/metaphoricity-signal
s.html) we term ‘metaphoricity signals’, that often have 
metaphors as collocates. They include specific syntactic 
structures as well as lexical strings. We currently focus on 
three syntactic structures, ‘X is/are a Y’, ‘You Y’ and ‘like 
[a] Y’ and on the lexical strings, ‘a bit of a’, ‘such a’ and 
‘look[s] like’. Note that a distinction is often made 
between similes and metaphors, making the third 
structure a simile. Our view is that (many) similes 
represent just a particular way of expressing an 
underlying metaphorical connection between X and Y and 
so shouldn’t be treated differently from the other 
realisations. In the user-testing transcripts, we judged 
signals as actually involving metaphor in the following 
proportions of cases: X is/are a Y – 38% (18 out of 47); 
you Y – 61% (22 out of 36); a bit of a / such a – 40% (but 
tiny sample: 2 out of 5). Also: looks like and like – 81% 
(35 out of 43). (Of course, metaphor is often not signalled 
and can occur in any syntactic form and not just the forms 
here.) 

In order to detect signals, the Grammatical Relations (GR) 
output from the RASP parser (Briscoe et al. 2006) is used. 
This output shows typed word-pair dependencies between 
the words in the utterance. For example, the following 
three GRs are output for a sentence such as ‘You are a pig’, 
so allowing an ‘X is a Y’ signal to be detected. 

|ncsubj| |be+_vbr| |you_ppy| |_|         

(i.e. the subject of ‘are’ is ‘you’)

|xcomp| | be+_vbr| |pig_nn1|                 

(i.e. the complement of ‘are’ is ‘pig’)

|det| |pig_nn1| |a_at1|                          

(i.e. the determiner of ‘pig’ is ‘a’)

Note that the tags ‘vbr’ and ‘ppy’ are specific to ‘are’ and 
‘you’, so we also detect tags for: ‘is’; for ‘he’, ‘she’ and 
‘it’; and for proper and common nouns, as well. 

The output for the ‘You Y’ structure is typically as in the 
following example: 

|ncmod| |you_ppy| |idiot_nn1| 

(with Y = ‘idiot’) making it possible to find the structure 
from that one relation. But a common problem with RASP 
on ‘You Y’ is that its ‘Part of Speech’ (POS) tagger seems 
to favour tagging Y as a verb, if it can. For example, the 
word ‘cow’ in place of ‘idiot’ is tagged as a verb. In such a 
case, our system looks the word up in the list of tagged 
words that forms part of the RASP tagger. If the verb can 
be tagged as a noun, the tag is changed, and the 
metaphoricity signal is detected. Once a syntactic 

structure resulting from metaphoricity signals is detected, 
the word(s) in Y position are pulled out to be analysed. 

This approach has the advantage that whether or not the 
noun in the Y position has adjectival modifiers the GR 
between the verb and Y is the same so the detection 
tolerates a large amount of variation, an important 
desiderata for metaphor. Any such modifiers are found in 
modifying relations and can be extracted for later 
analysis. 

For additional confidence we detect the lexical strings ‘a 
bit of a’ and ‘such a’. ‘Such a’ is found using GRs of the 
following type: 

|det| |idiot nn1| |an at1|                   

(i.e. the determiner of ‘idiot’ is ‘an’.)

|det| |idiot nn1| |such da|                  

(i.e. the determiner of ‘idiot’ is ‘such’)

Note that ‘idiot’, is detected as a ‘Y’ type metaphor, 
independently of ‘such a’, by the syntactic structure 
detection process: the ‘X-is-a-Y’ metaphoricity signal. 
The ‘a bit of a’ strings are found similarly, but cause the 
complication that the word ‘bit’ is tagged as a noun, so 
will be pulled out as a metaphor word by the syntactic 
detection processes, instead of the intended Y word. If the 
‘a bit of a’ string is then found, we pull out the noun 
relating to the ‘of’ that relates to ‘bit’, in this type of GR 
output: 

|iobj| |bit_nn1| |of_io|  

|dobj| |of_io| |idiot_nn1| 

In addition to ‘X is a Y’ and ‘You Y’, another 
metaphoricity signalling syntactic structure is ‘like Y’. 
This is found using GR's of the following type: 

|dobj| |like_ii| |pig_nn1| 

‘like Y’ is always found in this form, with the noun in 
question in the dobj (direct object) relation to ‘like’, and 
with an nn1 tag. This is inserted into the list of present 
metaphoricity signals, and an additional flag is raised if it 
is found in an ‘X looks like Y’ structure. The ‘looks like’ 
structure can be uncovered by spotting this GR: 

|iobj| |look_vv0| |like_ii| 

Detection of the ‘looks like’ structure is similar to ‘such a’ 
in that it is in addition to the main metaphoricity signal 
detection, in this case not only adding confidence, but also 
potentially altering the meaning and analysis of the 
metaphor. 

The result of the recognition element is threefold: (1) a list 
of signals; (2) the X and Y nouns from the syntactic 
signals; (3) a list of words modifying that noun. 
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3.2 The Analysis Component 
The analysis element of the processing that we shall 
discuss here takes the X noun (if any) and Y noun and 
uses WordNet 2.0 (2006) to analyse them. First, we try to 
determine whether X refers to a person (the only case the 
system currently deals with), partly by using a specified 
list of proper names of characters in the drama and partly 
by WordNet processing (The system also proceeds 
similarly if X is ‘you’). If so, then the Y and remaining 
elements are analysed using WordNet’s taxonomy. This 
allows us to see if the Y noun in one of its senses is a 
hyponym of (or member of the class of) animals, 
supernatural beings, substances, artefacts or natural 
objects. If this is established, the system sees if another of 
the senses of the word is a hyponym of the person synset, 
as many metaphors are already given as senses in 
WordNet. If the given word contains different synsets or 
senses that are hyponyms of both animal etc. and person, 
then we search for evaluative content about the metaphor. 

We have developed a method of automatically detecting 
the evaluation of a given metaphorical sense of a word. 
Intermediate synsets between the metaphorical sense of 
the given word and the person synsets contain glosses, 
which are descriptions of the semantic content of a synset. 
For example, the gloss of the synset of ‘shark’ that is a 
hyponym of ‘person’ is “a person who is ruthless and 
greedy and dishonest”; that of ‘fox’ is “a shifty deceptive 
person”. We search the words and glosses from the 
intermediate synsets for words that indicate a particular 
affective evaluation. This is somewhat crude, since we do 
not parse the glosses, although a limited parser is 
currently being implemented. Consequently, both ‘evil’ 
and ‘not evil’ if found in a gloss will be taken to indicate a 
negative evaluation. (see Veale 2003 for related use of 
WordNet glosses). 

Now there exist numerous lists and resources containing 
evaluative words. Indeed, SentiWordNet (Esuli & 
Sebastiani, 2006) is based on the glosses of the WordNet 
synsets and assigns three numerical scores describing 
how objective, positive, and negative the terms contained 
in the synset are. See also WordNet-Affect (Strapparava et 
al. 2004)  However, in practice we found that very many 
of the animals etc. we wished to assign a positive or 
negative evaluation to were given a neutral score in 
SentiWordNet and so we created our own list. We decided 
that since we were searching though WordNet glosses, it 
would be most appropriate to create a list from WordNet 
itself. This we did in the following manner. WordNet 
contains a ‘quality’ synset which has ‘attribute’ links to 
four other synsets, ‘good’, ‘bad’, ‘positive’ and ‘negative’. 
We are currently only looking for positive or negative 
affective evaluations, so this group of synsets provides a 
core set of affect indicating words to search for in the 
intermediate nodes. This set is expanded by following 
WordNet’s ‘see also’ links to related words, to produce 
lists of positivity and negativity indicators. For example, 
‘bad’ has ‘see also’ links to five synsets, including 

‘disobedient’ and ‘evil’; we then look up the ‘see also’ 
links in these five synsets and include these related words 
in the ‘bad’ list, and so on, through five iterations, 
producing a list of over 100 words indicating negativity. 

With this list, we can search through the words and 
glosses from the intermediate nodes between the given 
metaphor synset (arising from the Y component in the 
sentence) and ‘person’, tallying the positivity and 
negativity indicating words found. We can then assign the 
affective evaluation of the metaphor, so having more 
negativity indicators than positivity indicators suggests 
that when the word is used in a metaphor it will be 
negative about the target. If the numbers of positivity and 
negativity indicators are equal, then the metaphor is 
labelled positive or negative, implying that it has an 
affective quality but we cannot establish what. This label 
is also used in those examples where an animal does not 
have a metaphorical sense in WordNet as a kind of person 
(for example, ‘You elephant’ or ‘You toad’). 

It might be thought that the need for an additional person 
hypernym for Y is not necessary and that a search through 
the glosses of just the animal etc synsets in the hypernym 
tree Y would yield a relevant affective evaluation, at least 
in cases where there is no additional person sense. But this 
appears not to be the case. The glosses tend to be technical 
with few if any affective connotations. For example, 
‘toad’ surprisingly does not have an alternative person 
sense in WordNet. The glosses of its ‘amphibian, 
vertebrate and chordate hypernyms give technical 
information about habitat, breeding, skeletal structure, etc. 
but nothing affective. Worse still, false friends can be 
found. Thus, the word ‘important’ is used in many glosses 
in phrases like ‘important place in the food chain’ and this 
consequently causes some strange positive evaluations 
(for example of ‘Cyclops’ or ‘water fleas’). 

We noted earlier that baby animal names can often be 
used to give a statement a more affectionate quality. Some 
baby animal names such as ‘piglet’ do not have a 
metaphorical sense in WordNet. In these cases, we check 
the word’s gloss to see if it is a young animal and what 
kind of animal it is (The gloss for piglet, for example, is “a 
young pig”).We then process the adult animal name to 
seek a metaphorical meaning but add the quality of 
affection to the result. A higher degree of confidence is 
attached to the quality of affection than is attached to the 
positive/negative result, if any, obtained from the adult 
name. Other baby animal names such as ‘lamb’ do have a 
metaphorical sense in WordNet independently of the adult 
animal, and are therefore evaluated as above. They are 
also tagged as potentially expressing affection, but with a 
lesser degree of confidence than that gained from the 
metaphorical processing of the word. However, the youth 
of an animal is not always encoded in a single word: e.g., 
‘cub’ may be accompanied by specification of an animal 
type, as in ‘wolf cub’. An extension to our processing 
would be required to handle this and also cases like 
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‘young wolf’ or ‘baby wolf’. 

If any adjectival modifiers of the Y noun were recognized 
the analyser goes on to evaluate their contribution to the 
metaphor’s affect. If the analyser finds that ‘big’ is a 
modifying adjective of the noun it has analysed, the 
metaphor is marked as being more emphatic. If ‘little’ is 
found the following is done. If the metaphor has been 
tagged as negative and no degree of affection has been 
added (from a baby animal name, currently) then ‘little’ is 
taken to be expressing contempt. If the metaphor has been 
tagged as positive OR a degree of affection has been 
added then ‘little’ is taken to be expressing affection. 
These additional labels of affection and contempt are used 
to imply extra positivity and negativity respectively. 

4. Examples of the Course of Processing 
In this section we discuss three examples in detail and 
seven more with brief notes. 

4.1 You piglet 
1). The metaphor detector recognises the ‘You Y’ signal 
and puts the noun ‘piglet’ on the blackboard.  
2). The metaphor analyser reads ‘piglet’ from the 
blackboard and detects that it is a hyponym of ‘animal’. 
3). ‘Piglet’ is not encoded with a specific metaphorical 
meaning (‘person’ is not a hypernym). So the analyser 
retrieves the gloss from WordNet. 
4). It finds ‘young’ in the gloss and retrieves all of the 
words that follow it. In this example the gloss is ‘a young 
pig’ so ‘pig’ is the only following word. If more than one 
word had followed, then the analysis process is repeated 
for each of the words following ‘young’ until an animal 
word is found 
5). The words and glosses of the intermediate nodes 
between ‘pig’ and ‘person’ contain 0 positivity indicating 
words and 5 negativity indicating words, so the metaphor 
is labelled with negative polarity. 
6). This example would result in the metaphor being 
labelled as an animal metaphor which is negative but 
affectionate with the affection label having a higher 
numerical confidence weighting than the negative label. 

4.2 Lisa is an angel 
1). The metaphor detector recognises the ‘X is a Y’ signal 
and puts the noun ‘angel’ on the blackboard. ‘Lisa’ is 
recognised as a person through a list of names provided 
with the individual scenarios in e-drama. 
2). The metaphor analyser finds angel that it is a hyponym 
of ‘supernatural being’. 
3). It finds that in another of its senses the word is a 
hyponym of ‘person’. 
4). The words and glosses of the intermediate nodes 
between ‘angel’ and ‘person’ contain 8 positivity 
indicating words and 0 negativity indicating words, so the 
metaphor is labelled with positive polarity. 
5). This example results in the metaphor being labelled as 
a positive supernatural being. 

4.3 Mayid is a rock 
1). The metaphor detector recognises the ‘X is a Y’ signal 
and puts the noun ‘rock’ on the blackboard. ‘Mayid’ is 
recognised as a person through a list of names provided 
with the individual scenarios in e-drama. 
2). The metaphor analyser finds rock is a hyponym of 
‘natural object’. 
3) It finds that in another of its senses the word is a 
hyponym of ‘person’. 
4). The words and glosses of the intermediate nodes 
between ‘rock’ and ‘person’ contain 4 positivity 
indicating words and 1 negativity indicating words, so the 
metaphor is labelled with positive polarity. 
5). This example would result in the metaphor being 
labelled as a positive natural object. 

4.4 Other Examples 
1). ‘You cow’: this is processed as a negative animal 
metaphor. The synset of ‘cow’ that is a hyponym of 
‘person’ has the gloss “a large unpleasant woman”. 
Interestingly, ‘large’ is included in the list of positivity 
indicators by the current compilation method, but the 
negativity of the metaphor is confirmed by analysis of the 
intermediate synsets between ‘cow’ and ‘person’, which 
are ‘unpleasant woman’, ‘unpleasant person’ and 
‘unwelcome person’. These synsets, along with their 
glosses, contain six negativity and just one positivity 
indicator. 
2). ‘You little rat’: this animal metaphor is determined as 
negative, having three senses that are hyponyms of 
‘person’, containing three positivity indicators and five 
negativity indicators. ‘Little’ provides an added degree of 
contempt. 
3). ‘You little piggy’: ‘piggy’ is recognized as a baby 
animal term and labelled as expressing affection. The 
evaluation of ‘pig’ adds a negative label, with no 
positivity indicators and three negativity indicators, and 
‘little’ adds further affection since the metaphor already 
has this label from the baby animal recognition. This is 
therefore recognized as a negative metaphor but meant 
affectionately. 
4). ‘You’re a lamb’: recognized as an animal metaphor 
and a young animal. It has an ‘affectionate’ label and is 
recognized as a positive metaphor, with its two senses that 
are hyponyms of ‘person’ contributing two positivity 
indicators and one negativity indicator. The negative word 
in this case is ‘evil’, coming from the gloss of one of the 
intermediate synsets, ‘innocent’: “a person who lacks 
knowledge of evil”. This example highlights a failing of 
using individual words as indicators: negations within 
sentences are not recognized. 
5). ‘You are a monster’: one sense of monster in WordNet 
is a hyponym of animal. Therefore, this is recognized as 
an animal metaphor, but affect evaluation reveals three 
negativity and three positivity indicators, so it is analysed 
as ’positive or negative’. These indicators are found in 
two opposed senses of monster: ‘monster, fiend, ogre’: “a 
cruel wicked and inhuman person” (analysed as negative); 
and ‘giant, monster, colossus’: “someone that is 
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abnormally large and powerful” (analysed as positive, due 
to ‘large’ and ‘powerful’). 
6). ‘She’s a total angel’: a positive supernatural being 
metaphor, with eight positivity indicators and no 
negativity indicators from two senses that are hyponyms 
of ‘person’, but currently ‘total’ makes no contribution. 
7). ‘She is such a big fat cow’: a negative animal 
metaphor made more intense by the presence of big. It has 
an extra level of confidence attached to its detection as 
two metaphoricity signals are present but currently ‘fat’ 
makes no contribution. 

5. Conclusions and Further Work 
The paper has discussed a relatively ‘shallow’ type of 
metaphor processing, although our use of robust parsing 
and complex processing of a thesaurus take it well beyond 
simple keyword approaches or bag-of-words approaches. 
Note that we do not wish simply to ‘precompile’ 
information about animal metaphor (etc.) by building a 
complete list of animals (etc.) in any particular version of 
WordNet (and also adding the effects of potential 
modifiers such as ‘big’ and ‘little’), because we wish to 
allow the work to be extend to new versions of WordNet 
and to generalize as appropriate to thesauri other than 
WordNet, and because we wish to allow ultimately for 
more complex modification of the Y nouns, in particular 
by going beyond the adjectives ‘big’ and ‘little’. We 
recognize that the current counting of positive and 
negative indicators picked up from glosses is an 
over-simple approach, and that the nature of the indicators 
should ideally be examined. This is a matter of both 
ongoing and future research. The processing capabilities 
described make particular but nonetheless valuable and 
wide-ranging contributions to affect-detection for ICAs. 
Although designed for an edrama system, the techniques 
plausibly have wider applicability. The development of 
the processing in a real-life application is also enriching 
our basic research on metaphor, such as the role of 
VNMAs. 
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Abstract 
A study of changes in ‘sentiment’ about the booming Celtic Tiger, a term associated with the economic 
performance of the Irish Republic during the 1990’s and in the first half of this decade, was conducted by 
analysing a corpus of news paper stories published in an authoratitive and established Irish newspaper (The
Irish Times) during (1995-2000) and supposedly after the boom (2001-2005).  The corpus was designed to 
only incorporate  texts in which one or more affect word, in an arbitrary collection of affect words, co-
occurs with three terms: ‘Irish’ or ‘Ireland’, and economy in the same news story.  I present a method for 
quantifying changes using (the logarithm) of the ratio of the frequency of  positive affect words (and for 
negative words) for two successive months: from these ‘returns’, a term used in financial economics and 
corporate finance, we computed the so-called ‘volatility’ in the two time series – the standard deviation of 
the positive and negative return time-series.  ‘Return’ and ‘volatility’ computations are typically carried out 
on the prices of financial instruments (e.g. shares and commodities) for estimating the risk associated with 
the instruments.  We show that there is some agreement between periods of high-volatility in a stock 
market, or a selected stock market index to be precise, and the volatility of ‘bad’ news during the year.  I 
have used a corpus of texts, 2.6 million words in total, retrieved from The Irish Times Digital Archive and 
published between 1995-2005 and used the Harvard Dictionary of Affect to create the arbitrary collection 
of positive and negative affect words.  The use of the returns and volatility for word frequency changes, if 
found to be methodologically sound and correlative to changes in prices or indices, can then be used to 
compute the risk associated with a financial market in the well-grounded use of the two metrices in finance 
studies and in international economics. 
 

1. Introduction 
Sentiment analysis is now becoming an 
established tool for the analysis of financial and 
commodity markets. The roots of this subject lie 
in the earlier work (c. 1950's) on content analysis 
on the one hand and on the other in work on 
bounded rationality and 'herd behaviour' by 
Herbert Simon and Daniel Kahnemann. 
Information extraction and corpus linguistics 
have been used in extracting the distribution of 
the so-called affect words and their collocates. 
We begin this paper with a mini (or nano) 
tutorial on the two key metaphorical terms used 
in finance studies, especially in the study of 
changes of prices and that of the value of the 
indices of a market: return and volatility.  We 
briefly describe some related work in sentiment 
analysis.  This is followed by a description of a 
corpus-based study of the variation in the 
frequency of positive and negative words, as 
defined in the Harvard Dictionary of Affect.  An 
afterword concludes the paper. 

2. Metaphors of ‘Return’ and of 
‘Volatility’

The literature on financial economics that is 
closely related to the analysis of market 
sentiment frequently refers to two key terms: 
return and volatility.  These terms have retained 
much of their original meaning that is, ‘return’ 
broadly refers to the ‘act of coming back’, as 
established upon the entry of this word in the 
English language in the 14th century or 
thereabouts.  This word has been adapted, or to 
put loosely has been used as a metaphor for 
coming back as in the definition: ‘Pecuniary 
value resulting to one from the exercise of some 
trade or occupation; gain, profit, or income, in 
relation to the means by which it is produced’.  
In financial economics a return, or ‘price change 
quantity’ is defined as the logarithm of the ratio 
of the current and past price (or an index of a 
stock exchange or any other aggregated index, 
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like Standards & Poor, Financial Times-Stock 
Exchange Index): 

Let pt be the price today and pt-1 the price 
yesterday, so the return rt is defined as: 

)log( 1�� ttt ppr  

The word ‘volatility’ is much more graphic as it 
started its journey into the English language 
from Latin in the 17th century: ‘The quality, 
state, or condition of being volatile, in various 
senses’ and the metaphorical use of this word 
includes references to ‘tendency to lightness, 
levity, or flightiness; lack of steadiness or 
seriousness’.  Benoit Mandelbrot (1963) has 
argued that the rapid rate of change in prices (the 
flightiness in the change) can and should be 
studied and not eliminated – ‘large changes [in 
prices] tend to be followed by large changes –of 
either sign- and small changes tend to be 
followed by small changes’.  The term volatility 
clustering is attributed to such clustered changes 
in prices.  Mandelbrot’s paper drew upon the 
behaviour of commodity prices (cotton, wool 
and so on), and ‘volatility clustering’ is now 
used for almost the whole range of financial 
instruments (see Taylor 2007 for an excellent 
and statistically well-grounded, yet readable, 
account of this subject).   

There are different kinds of measures of volatility, 
a commonly used version is called realized or 
historical volatility.  Volatility (�) of a stock price 
or the value of an index is defined over a trading 
period n and is the standard deviation of the past 
returns (log(pt/ pt-1): 
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where r  is the average value of past returns in 
the period n.  Econometricians have observed 
that it is perhaps easier to study to conduct a 
statistical analysis of changes in market prices as 
there is little or no correlation between 
consecutive price changes; there is a significant 
correlation in the prices.  It has been argued by 
Robert Engle, the 1993 co-winner of the Nobel 
prize in economics, that ‘[a]s time goes by, we 
get more information on these future events and 
re-value the asset. So at a basic level, financial 

price volatility is due to the arrival of new 
information. Volatility clustering is simply 
clustering of information arrivals. The fact that 
this is common to so many assets is simply a 
statement that news is typically clustered in 
time.’ (1993:330).   

The term news arrivals or information arrivals is 
defined rather differently in the literature in 
finance.  The standard practice in financial 
economics is either to use daily counts of news 
stories as a proxy for information arrival or, in 
simulations, a random number generator is used 
for generating the number of news arrivals 
(Bauwens, Omrane and Giot 2005).  This 
method has been refined to count only those 
stories that comprise a given (set of) keyword(s) 
(DeGennaro and Shrieves 1997, Chang and 
Talyor 2003), and more recently Tetlock (2007) 
has used affect words in Stone et al. (1996) 
General Inquirer Lexicon to correlate market 
movements with change in the frequency of 
affect words.  More of this later.   

Let us look at the concepts of return and 
volatility in the context of information arrivals 
by looking at the recurrence of news items 
containing the same keywords and, more 
importantly, on the recurrence of the same 
metaphorical terms.  Consider the use of the term 
credit crunch: According to Wikipedia (2008) 
the term is defined as ‘a sudden reduction in the 
availability of loans (or "credit") or a sudden 
increase in the cost of obtaining a loan from the 
banks.’.  This term has been around for over 30 
years or more, but let us look at the usage of this 
term since 1981:  The New York Times archives 
were searched for the compound term “credit 
crunch” and over 400 articles, published between 
1981-2008, were found that contained the term.  
There may have been other articles which the 
NYT authorities did not or could not include, but 
the NYT is considered as an authoritative and 
usually un-biased source of US and international 
political and economic reporting.  The number of 
stories containing the term appear to have a 5 
year cycle, except in the last decade where 
“credit crunch” only appeared in large number in 
2007; between January and April 2008 there 
were 54 stories compared to the whole of 2007 
where there were 77 stories in all.  My projected 
value of the number of stories in 2008 is 156, 
based on the current average of about 13 a month 
(Table 1) 
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Table 1  The number of stories per year comprising the term credit crunch that appeared in (or are in the archive of) 
New York Times 
Year 1981 1982 1983 1984 1985 1986 1987 1988 1989 1990 Decade 

Total 
# Stories 20 7 4 4 8 5 3 3 6 59 119 
Year 1991 1992 1993 1994 1995 1996 1997 1998 1999 2000   
# Stories 84 37 14 4 11 3 2 47 3 3 208 
Year 2001 2002 2003 2004 2005 2006 2007 2008       
# Stories 10 4 1 1 1 1 77 54 (156)     149 

 

 

Let us look at the ‘returns’ of the number of 
stories in Table 1 and compute the annual 
historical volatility purely on the basis of the 
changes in the numbers of stories in New York 
Times.  It has been argued that volatility, 
computed using return of prices or index values, 
increases during crises periods, say during the 
1929 US Great Depression, the period leading up 
to the resignation of the US President Nixon in 
1974, and the days after the 2001 9/11 attacks 
(see Taylor 2005:191-93).   
 
We have plotted the number of stories per year, 
the consecutive year returns, and the volatility 
for a reporting period of 5 years.  There is a 
much greater variation in the returns (based on 

the current and past numbers of news stories 
containing the term ‘credit crunch’) when 
compared to the fluctuations recorded in the 
actual number of stories.  One quantification of 
such a fluctuation is volatility or the standard 
deviation of past returns.  The volatility 
increased every 5 years until 2000 – indicating 
an increasing sense of ‘crises’. Volatility 
decreases during calmer periods.  In our 
extremely simple illustration, we note that the 
volatility decreased during 2001-2005 – a period 
of massive growth partly fuelled by ‘easy credit’- 
and lastly for the three  years (2006-2008) the 
volatility has increased dramatically 
incorporating the period of the very frequent use 
of the term ‘credit crunch’. (Figure 1): 
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"Credit Crunch": Return & Volatility in the # of stories in the NYT
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Figure 1.  The number of stories are on the left vertical axis, and the percentage change in returns and 
volatility are on the right.  Note that I have used the extrapolated number of stories for the whole of 2008, 
13 per month is the norm which has been extrapolated to 156 for the year. 
 
 
The above figure shows that a single statistic, 
volatility, can be used in the quantification of 
rapid changes.  The questions is this: will this 
statistic throw any light on the changes in market 
sentiment, based on methods in sentiment 
analysis that use the frequency of positive and 
negative affect words as a measure of sentiment?  
 

3. Sentiment Analysis 

3.1. The roots of computational 
sentiment analysis 
Sentiment is defined as “an opinion or view as to 
what is right or agreeable” and political scientists 
and economists have used this word as a 
technical term.  When sentiments are expressed 
through the faculty of language, we tend to use 
certain literal and metaphorical words to convey 
what we believe to be right or agreeable.  There 
are a number of learned papers and reviews in 
computational sentiment analysis that are 
available (Kennedy and Inkpen 2006 and 
references therein) 
 
One of the pioneers of political theory and 
communications in the early 20th century, Harold 

Lasswell (1948), has used sentiment to convey 
the idea of an attitude permeated by feeling 
rather than the undirected feeling itself.  (Adam 
Smith’s original text on economics was entitled 
A Theory of Moral Sentiments.) Namenwirth 
and Laswell (1970) looked at the Republican and 
Democratic party platforms in two periods 1844-
64 and 1944-64 to see how the parties were 
converging and how language was used to 
express the change.  Laswell created a dictionary 
of affect words (hope, fear, and so on) and used 
the frequency counts of these and other words to 
quantify the convergence.  
 
This approach to analysing contents of political 
and economic documents – called content 
analysis- was given considerable fillip in the 
1950’s and 1960’s by Philip Stone of Harvard 
University who created the so-called General 
Inquirer System (Stone et al 1996 and Kelly and 
Stone 1975) and a large digitised dictionary – the 
Harvard Dictionary of Affect comprising over 
8,500 words carefully selected using a criterion 
developed by the psychologist Charles Osgood 
including positive/negative words, words to 
express strength and weakness, and words to 
describe activity and arousal (Stone’s dictionary 
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includes a number of entries used by Harold 
Laswell; these entries are thus labelled).   
 
Recently, the digitised Harvard Dictionary of 
Affect has been used to ‘measure’ sentiment in 
the financial markets.  Tetlock (2007) has 
analysed a commentary column in the Wall 
Street Journal using the Harvard Dictionary of 
Affect and correlated the frequency of affect 
words with trading volumes of shares in the New 
York Stock Exchange: He concludes that ‘high 
media pessimism predicts downward pressure on 
market prices followed by a reversion to 
fundamentals, and unusually high or low 
pessimism predicts high market trading volume.’  
This is amongst the first reported studies in 
financial sentiment analysis that is rooted 
strongly in econometric analysis (especially 
through the use of auto-regressive models in the 
framework of conditional heteroskedacity) that 
has analysed the contents of the news in 
conjunction with the study of information arrival 
(see also Lidén 2006).  Tetlock’s selection of 
comment or opinion in a newspaper, classified as 
imaginative writing rather than the informative 
news reportage, may raise some methodological 
questions in text analysis about whether or not 
opinions alone comprise a representative sample 
of texts that has been used for analysis (see, for 
example Althaus, Edy and Phalen 2001, Ahmad 
2007b)  
 

3.2. A corpus-based study of 
sentiments, terminology and ontology 
over time 
We report on some work recently carried out on 
compiling a representative sample of texts, in a 
given domain, that can be used for analysing 
sentiments.  Once the corpus is compiled we 
then extract terminology that is used in the 
domain automatically and statistically significant 
collocates of the candidate domain terminology 
are used in the construction of a candidate 
ontology (see Ahmad 2007a for details).  In my 
previous work I have avoided using pre-
compiled dictionaries of affect and used the so-
called ‘local grammar’ constructs for extracting 
patterns that were ‘sentiment-laden’ (Almas and 
Ahmad 2006) – an approach that has allowed us 
to look for sentiment in texts in typologically 
diverse languages like English (and Urdu), 
Chinese and Arabic.  For the purposes of 
comparison with other work in financial 
sentiment analysis, I have used the Harvard 

Dictionary of Affect.  Perhaps, the innovative 
aspect of this paper is the fact that I have 
computed returns and volatility of affect in a 
corpus drawn for a representative newspaper 
website.  My hypothesis is this: Can the 
computation of the volatility of affect, found in 
news paper reportage and editorials, help in 
quantifying (financial and economic) risk, much 
in the same manner risk computations based on 
prices and values of index help in quantifying 
risk? 
 

3.3. Corpus Preparation and 
Composition 
The design of the corpus was motivated by the 
state of Irish economy during the period of 1995-
2005; first five years were the so-called Celtic 
Tiger boom eras (1996-2000) and the next five 
year period comprised the dot.com bubble, 
September 2001 attacks and the consequent 
down turn and the lead upto the introduction of 
the Euro.  The authoritative and influential Irish 
Times that has been published since the 1850’s 
and has a digital archive going back to 1859.  
One of my student (Nicholas Daly) used a text-
retrieval robot to search and retrieve all items 
(news reports, editorials, or op-ed columns) 
based on the robot user: We chose the period 
(1995-2005) and gave the robot three keywords: 
Ireland/Irish and Economy.  The corpus 
comprises 2.6 million words distributed over 
4075 news reportage and editorial items (Table 
2): 
 
Table 2 Distribution of stories in our Irish Times 
Corpus 

Year 
No. of 
Stories 

No. of 
Words Year 

No. of 
Stories 

No. of 
Words 

1996 296 165937 2001 562 360026 

1997 395 259748 2002 367 256613 

1998 465 296531 2003 377 250415 

1999 447 295873 2004 377 250376 

2000 462 306063 2005 327 234101 

TOTAL 2065 1324152   2010 1351531 
 
The size of the year, viewed on an annual basis, 
appears to be comparable (Mean=407,Standard 
Deviation=51522): only in two years both the 
number of stories and the verbiage was above 
one-standard deviation above the mean (1996 
and 2001), and the number of stories in 2005 
were just one s.d. above the mean (1.04).   
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3.4. Candidate Terminology and 
Ontology

 

3.5. Historical Volatility in our Corpus We found that ‘sentiment’ in itself was a 
keyword and analysis of its statistically 
significant collocates showed that despite the 
boom in the late 90’s the focus of Irish Times 
content was on more negative aspects, but the 
next 5 years show the establishment of a whole 
terminology nucleating around ‘sentiment’ 
(Table 3): 

The 2.6 million word corpus was analysed by 
computing the frequency of affect words in 
Harvard Dictionary of Affect (H-DoA) that were 
present in the texts in the corpus.  The frequency 
was normalised for the length of the individual 
texts.  The H-DoA comprises a large number of 
categories as mentioned above: we have used 
only two categories Positive and Negative  affect 
word categories that respectively has 1916 and 
2292 words.  For each news item on a given day, 
the frequency of all words that were labelled 
Positive and Negative in the H-DoA was 
computed.  The frequency counts were 
aggregated on a monthly basis and returns 
computed.  The standard deviation of the returns 
on annual basis was calculated and we then had 
volatility of ‘positive’ sentiments and that of the 
‘negative’ sentiments.   

 
Table 3: Compound words with ‘sentiment’ as a 
head word – a comparison over 5 year periods:  
1995-2000 2001-2005 

 

 

 
The first thing to notice about our results that the 
‘return’ (change in frequency) shows much 
greater fluctuation in value than the frequency 
itself; this confirms the findings in econometrics 
in the context of prices and the change in prices 
(see, for example, 2003).  This is true of both the 
negative and positive word frequency time-
series, despite the preponderance of positive 
words over the negatives.   (Figures 2a and 2b) 

 
The above analysis was carried out using the 
computation of significant collocates following 
Frank Smadja (1993) and the assumption here 
was that if the word sentiment is to the left of a 
another word, excluding the so-called closed 
class words, then sentiment is the headword. The 
output was processed using the ontology system 
Protégé. 
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Figure 2a.  Changes in the frequency (full line) of negative affect terms in our Irish Times Corpus 
(displayed monthly for 1996-2006).  The returns are shown in dashed line (and values on the vertical axis 
on the right hand.  The historical volatility is indicated by solid triangles and values are on the left-hand 
vertical axis. 
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Figure 2b.  Changes in the frequency (full line) of negative affect terms in our Irish Times Corpus 
(displayed monthly for 1996-2006).  The returns are shown in dashed line (and values on the vertical axis 
on the right hand.  The historical volatility is indicated by solid triangles and values are on the left-hand 
vertical axis. 
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The changes in historical volatility computed 
over the ten year period shows interesting 
results: in 1998 and 2000 the negative series had 
a higher than ‘normal’ volatility (one standard 
deviation above the norm) and in the two 
intervening years the volatility was below the 
norm (1999 and 2001).  The positive affect series 
has below the norm volatility in 1999 and 2003 
and much higher volatility in 2000 (2 standard 
deviations) (see Table 4).  
 
Table 4. Volatility changes in our two time 
series 

 Year 
Volatility 
  

Volatility 
  

  Negative 
Std 
Dev  Positive 

Std 
Dev 

1996 0.064   0.057   
1997 0.075   0.050   
1998 0.112 1.7 0.078   
1999 0.034 -1.2 0.038 -1.1 
2000 0.111 1.6 0.113 2.2 
2001 0.036 -1.1 0.060   
2002 0.054   0.052   
2003 0.054   0.037 -1.1 
2004 0.070   0.079   
2005 0.058   0.059   

 
Finally, we show the variation in the Irish Stock 
Exchange Index of 100 top companies listed on 
the Exchange (ISEQ 100).  We have had access 
to the values of the Index on a daily basis and we 
have used the value at the end of the month of 
each year as the ISEQ Index value and then 
computed returns and volatility for the period 
1996-2005. 
 
The volatility in ISEQ is smaller in comparison 
with that in the negative and positive affect 
series: this may be an artefact of computation as 
is the considerable variation in the volatility 
series of affect when compared to ISEQ (see 
Figure 5). 
 

4. Afterword 
The above results give us some sense of how to 
find sentiment words and quantify the changes in 
sentiment.  It is perhaps too early to read the 
runes: whether we can use the volatility of affect 

times series to compute risk? I am yet to confirm 
or reject my hypothesis of the possible use of 
sentiment volatility in risk computations.  But 
the study looks promising.  We are looking at the 
auto-correlation in the various time series and 
computing other econometric metrices to 
quantify changes in sentiment. 
 
In a related study, myself and my colleagues are 
looking at the effect of the use of different 
dictionaries of affect on the measurement of 
sentiments, including that of the H-DoA.  We 
hope to use the system for analysing reports 
about emerging markets and specific financial 
instruments (shares, derivatives, bonds) and 
commodities: we intend to go beyond the 
professional media (newspapers, company 
documents, stock exchange reports) and include 
social media (blogs, e-mails and contrarian 
reports).  It is through the social media that the 
contagion affecting the stock markets spreads.  
This project is undertaken jointly with Trinity 
Business School and the Irish Stock Exchange. 
 
A sentiment analysis based on the indirect 
evidence of social and professional media is only 
one part of the overall picture.  The Trinity 
Sentiment Analysis Group, a multi-disciplinary 
group including computer scientists, linguists 
and economists, has launched a sentiment survey 
for Irish institutional and individual investors.  
This survey was originally developed by Robert 
Shiller of Yale University International Centre of 
Finance; we have launched this Survey in 
collaboration with Yale1.  The work of the 
Trinity Sentiment Group is ambitious and is 
focussed on engendering an openness and 
transparency in the workings of the vitally 
important financial sector.  We are endeavouring 
to bring together and synthesise inputs from the 
professional media, the social media, data from 
the stock markets, and views of the stakeholders 
in a common framework.  This is a long term 
program of work which we have just begun. 
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Figure 5.  Changes in the historical volatility in the affect series and in the ISEQ Index 
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