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Pablo Picasso Wikipedia Entry



Processing the Wikipedia

Basic preprocessing
PoS tagging
Lemmatization
Dependency parsing
Semantic Tagging

Semantic Annotated Wikipedia



The Dependency Parser and the Semantic Tagger

DeSR: open source statistical parser1

[Attardi et al., 2007] trained on the WSJ Penn Treebank
was used to obtain syntactic dependencies, e.g. Subject,
Object, Predicate, Modifier, etc. (85.85% LAS, 86.99%
UAS in the CONLL 2007 English Multilingual shared task)

SuperSense Tagger2 [Ciaramita and Altun, 2006] open
source, first-order Hidden Markov Model trained with a
regularized average perceptron algorithm.

1http://desr.sourceforge.net
2Available at http://sourceforge.net/projects/supersensetag/



Tagsets

WordNet SuperSenses (WNSS): [Miller et al., 1993].
The accuracy of this tagger estimated by crossvalidation
is about 80% F1.

Wall Street Journal (WSJ): BBN Pronoun Coreference
and Entity Type Corpus, 105 categories, 87% F1.

WSJCONLL: trained on BBN Pronoun Coreference and
Entity Type Corpus where the WSJ labels were converted
into the CONLL 2003 NER tagset using a manually
created map. 91% F1.



Why different Tagsets?



Figure: Multitag Format Example



Entity Containment Graph

Figure: Detailed Graph, Live of Pablo Picasso



Entity Containment Graph

Figure: Format of the Entity Containment Graph



Entity Containment Graph

Figure: Full Entity Containment Graph



Entity Containment Graph



Entity Containment Graph



SW1 Snapshot

The SW1 snapshot of the Wikipedia contains 1,490,688 entries
from which we extract 843,199,595 tokens in 74,924,392
sentences. Table 1 shows the number of semantics tags for
each tagset and the average length in the number of tokens.

#Tags Average Length

WNSS 360,499,446 1,27
WSJ 189,655,435 1,70
WSJCONLL 96,905,672 2,01

Table: Semantic Tag figures



Conclusions

First version of a semantically annotated snapshot of the
English Wikipedia (SW1)

Valuable resource for both the NLP and the IR
community.

Used in [Zaragoza et al., 2007]
Tag visualiser3 by Bestiario4.
Up to you to find new uses!
...

3http://www.6pli.org/jProjects/yawibe/
4http://www.bestiario.org/web/bestiario.php



Future Work

Open issues:

Preprocessing Wikipedia

Using new-cleaner-stable wikipedia dumps, maybe
Wikipedia Extraction (WEX5).
Which text is relevant? metatext, tables, captions?

Processing Wikipedia

Adaptation: The nature of Wikipedia text (tables, lists,
references) differs from trainning corpora. ”Learning to
tag and tagging to learn: A case study on Wikipedia” to
appear in IEEE Intelligent Systems

5http://download.freebase.com/wex/



The future versions, Why:

Wikipedia is growing constantly

Improved the processing, include new tagsets

Multilingual (e.g. Italian, Catalan, Spanish)



SW1 at http://www.yr-bcn.es/semanticWikipedia

Thank you!
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