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Abstract
Terms, term relevances, and sentence relevances are totiegfigure in many NLP applications, such as Text Sumratoz. These
concepts are implemented in various ways, though. In thiempave want to shed light on the impact that different impearations
can have on the overall performance of the systems. In p@tjiove examine the interplay between term definitions amence-
scoring functions. For this, we define a gold standard thetsaentences according to their significance and evaluareye of relevant
parameters with respect to the gold standard.

1. Introduction? proaches compute term relevances as a simple function of

Many applications in computational linguistics nowadaystheir frequencies (terms being restricted to high-freqyen

deal with large, unrestricted text input. These systems hayOF contentwords), and sentences are scored as a function of

to face large amounts of data, which may be defective if€ individual term weights. _ o
that they include, e.g., typing errors, ungrammatical senln this paper, we experiment with various ways of defining
tences, chunks in foreign languages, HTML markup, etc. term relevances and term-based sentence relevances and ex-

A prominent way to achieveobustapplications is to use amine their impact on automatic text summarization. Since
knowledge-poor methods, such as computing term and seff?€ Original data used by Edmundson (1969) and Kupiec et
tence relevances based on simple frequency codiatsn ~ &l- (1995) were not available to us, and we used German
relevanceplays an important role in applications such as.data in our evaluation, no direct comparison (_)f t_he results
Information Retrieval, Text Classification, or Text Summa-iS Possible. However, our results, which are similar to Ed-
rization — the latter being our main concern. Term rele-mundson’s results, and considerably better than the sesult
vance measures the importance or representativeness of@P0rted by Kupiec et al. (1995), might be taken as mo-
term in a document with respect to this document. Termdivation to question the often-cited superiority of locai

that are highly scored for relevance should be good keyPased features over term-based features.

words of a document, i.e., good indicators of the text's] N€ Paper is organized as follows. Section 2. presents the
subject. Sentence relevancese used in Text Summariza- 1d€a of using terms as indicators of significance. In Sec-
tion. They measure the importance or representativened@n 3., we d|sc_:uss“ and”compare various standard defini-
of sentences in a document with respect to this documentions of the notion “term” and sentence-scoring functions.
Highly-scored sentences are good candidates for summaf{) Section 4., we define a gold standard that ranks sentences
extracts. according to their significance, and evaluate the alteraati
However, Edmundson (1969) and Kupiec et al. (1995)term definitions and scoring functions, by correlation and
report that term-based summarization yield rather poof “SCOre measures. The evaluation allows us to single out
results, and that location-based features provide best rébe individual factors and measure their contributionfiéo t
sults: using term-based features only, Edmundson (196gaver_all performance, e.g., as part of an automatic Text Sum-
reports an accuracy of around 36% vs. around 54% witinarization system.

location-based features only. Kupiec et al. (1995), whoSimilar evaluations have been performed by Orasan et al.

use a Bayesian classifier to identify important sentenees, r (2004) or Cummins and O'Riordan (2005). They focus on
port accuracies of 20% (term-based features only) vs. 339418 term-scoring function whereas we evaluate alternative
(location-based features only). At first sight, terms do not€rm definitions and sentence-scoring functions. Morgover
provide such good clues for summarization. However since our evaluation deals with German data, the results
reason for the poor results of term-based approaches couf@" Shed light on the performance of standard techniques—
be the rather simple ways of calculating relevances takelNich are most often applied to and evaluated with English
by Edmundson (1969) and Kupiec et al. (1995): both apdata—when applied to an inflectional language.

2. Background

The research reported in this paper was financed by Bun:
desministerium fur Bildung und Forschung, grant 03WKH22. 2.1. Terms
We would like to thank the anonymous reviewers for their idlp  In one of the first approaches to automatic Text Summa-
comments. rization, Luhn (1958) introduces the basic idea of measur-



ing word significance by the frequency of word occurrencewell as in the overall collection are not discriminativeloét

in the document. According to this proposal, frequently-document. In contrast, words that are rare in the collection
occuring words are significant since they indicate that théout occur frequently in a given document are significant of

author focuses and elaborates on a certain subject, whidhat document, which is reflected by a high TF-IDF score.

he refers to by these words. TF-IDF measures have been used in Text Summarization
The method of simple word counting faces three main probby, e.g., Neto et al. (2000), Orasan et al. (2004).

lems: The first two of the problems addressed in this section con-

(i) Inflected and derived words are treated as separatéern the definition of the notion “term”. In (i), terms are
words, even though they may refer to the same subtepresented by surface strings; in (ii), terms correspond t
ject_ For instance, variants such lasuse housesor semantic entities, such as WordNet concepts. (III) intro-
housingare considered different terms. duces different ways of scoring terms.

In this paper, we focus on the evaluation of differstning-

baseddefinitions of the notion “term” and on the computa-

tion of sentence relevancgsee next section). For scoring
term relevances, we use the TF-IDF method.

(ii) Lexically-related words, such as synonyms, hyper-
nyms (e.g.house building), are treated as different
terms. Homographs (e.glavaas island or program-
ming language) are treated as one term.

(iii) Certain highly-frequent words, such as determiners,2.2. Sentence relevances

prepositions, conjunctions (function words), in gen- Having computed term relevances, applications like Text
eral occur very frequently but are not indicative of a Summarization go one step further and compute scores of
document’s content. sentence relevance. Sentence relevance is usually defined
as a function of the scores of the terms in the sentence.

The simplest technique is to compute sentence score as the
(i) Word variants: (A subset of) inflected and derived ayerageof the term scores in that sentence (Aone et al.,
variants can be detected by preprocessing and simpleggg). Luhn (1958) proposes a sophisticated variant of
“morphological” analysis. Standard preprocessing stepshe average approach, which promatésstersof relevant

are tokenizationand normalization which remove non- terms, i.e., relevant terms that occur in close proximity to
alphanumeric characters such as punctuation marks, paregach other. Only up to four non-significant terms, with a
theses, or quotes, and convert all letters to lower or uppeielevance below a certain threshold, may intervene in such
case. Luhn (1958) and Orasan et al. (2004) use patterficluster. Sentence relevance is then computed as a function
matching to identify related words lommon prefixesA  of the best cluster in that sentence.

more linguistically-motivated method &emmingby ap-  Finally, sentences can be scored according to Hieiitar-
plying, e.g., the Porter stemmer (Porter, 1980) to the norjty to the document. The entire document as well as all
malized words, as has been done by, e.g., Neto et al. (200@jdividual sentences are represented as vectors in a multi-
or Orasan et al. (2004) in Text Summarization. dimensional term space. The score of a sentence is com-
Finally, words may be represented by a listmframs  pyted as the similarity between the document’s vector and
(Shannon, 1948). For instan¢musecan be represented by the sentence’s vector (Salton and McGill, 1983). This tech-
the 4gramshou, hous, ouse, uséwhere the underscores njque from Information Retrieval has been applied to Text
represent the leading and trailing white-spaces). In#psr  symmarization by, e.g., Gong and Liu (2001).

resentation, related words are encoded via the intersecticoften, however, publications remain unclear as to how ex-
of ngrams. The wordhousingshares the first two 4grams actly the relevances of the individual term find their way

These problems can be dealt with in different ways:

with house into the sentence scores.
(i) Lexically-(un)related words: Synonyms etc. can be
identified by resources such as WordNet (Fellbaum, 1998), 3. Comparative Analysis

WordNet has been exploited for Text Summarization by, n this section, we introduce the different definitions of th

e.g., Aone et al. (1998). Word-sense disambiguation car{, tion “term” (Sec. 3.1 g ¢ i ¢
e.g., be achieved by training a disambiguator on manually['O ion “term” (Sec. 3.1.) an ways of computing sentence
gores (Sec. 3.3.), that we used in the evaluation. Term rel-

annotated data. However, such resources and methodsg lculated by the TFE-IDF Sec. 3.2
beyond knowledge-poor approaches. For reasons of robus vances are caiculated by the T measure (Sec. 3.2.).

ness and efficiency, many applications ignore such lexica 1 pefinitions of
relations.

(i) Highly-frequent words: Determiners, prepositions,
etc. can be easily eliminated by a high-frequency cuto . . ;
(Luhn, 1958) or a list of stop words (Luhn, 1958; Edmund_Our evaluation considers the following types of terms:
son, 1969). Alternatively, measures from Information Re- 1 \f: wordforms, i.e., the original tokens from the tok-
trieval, such as TF-IDF (‘term frequeneyinverse docu- enizer

ment frequency’) can be used (Salton and McGill, 1983):
the document frequencgf a term is the number of docu-
ments in a document collection that contain that term. This
measure indicates how frequently a term is used in general. 2http://snowbal | . tartarus. org/al gorithns/
Words that are frequently used both in a given document ager man/ st enmer . ht m

term”

We assume that the input document is tokenized, i.e., punc-
ﬂIuation marks have been separated from word tokens, etc.

2. stems tokens analyzed by a German Porter stentmer



| Text sort Domain #Documents #Tokens  #Types
reviews hotel 254 165,000 19,000
reviews film 163 138,100 26,00D
news articles  general 1,370 530,000 71,000
news articles  opinion 1,488 300,000 35,000
press releases chemistry/biology 790 250,000 35,000
speeches politics 1,687 15,111,000 206,000

Table 1: Document collections of different text sorts anthdmms

3. 4gram_tok and5gram_tok: sequences of 4 or 5 let- 3.3.

Computing sentence scores

ters, within a token, including leading and trailing For calculating sentence relevances, we again consider dif

spaces

4. 4gram_sentand5gram_sent sequences of 4 or 5 let-
ters, including spaces, within a sentence; this defini- 1.
tion accounts for multi-word expressions.

These terms areormalized all letters are converted to
lower-case, the German special character “3” is replaced by
“ss”, and Umlautis replaced by base vowel + “e” (for word-
forms and stems) or base vowel only (for ngrams, to keep
the number of ngrams low). For instance, “Ful3e” (‘feet’) is
mapped to “fuesse” for wordforms and stems. The actual 2.
4gram sequence “Fii3e” is mapped to two 4gram sequences
“fuss” and “usse”.

3.2. Term relevances

As mentioned above, we use TF-IDF to compute term rele-
vances. As document collections, we have selected six cor-
pora with documents of different text sorts and domains, cf.

Table 13

For calculating the term relevances of a document, the doc-
ument first has to be classified according to Table 1, i.e.,

assigned to a specific document collection. The standard
way of computing the term relevan@&-IDF' of a termt

in a document! is

3.

D

TF-IDFa = TFya % log(F7
t

whereTF, 4 denotes the frequency @fin d, D denotes
the number of documents in the collection, abH, is the
number of documents in the collection that contain
Unknown terms, i.e., terms that do not occur within the doc-
ument collection, receive a fixed value as their document
frequency. We calculatéF-IDF' of unknown terms: as

log(10)

TFIDF 4= TFui% =

which corresponds to half of the value that terms would
receive which occur in 10% of the documents.

3We experimented with two ways of computing document fre-
guencies: in one version, we took into account all terms in& d
ument collection; in the other version, terms with low doeumin
frequencies were deleted. The threshold varied from 3 (falls
corpora) to 12 (for large corpora). It turned out that thiedi
ence had no impact on performance, but the second version re-
quires only 1/3 of the storage space used by the first verdion.
the paper, we ignore this parameter.

ferent standard methods.

AverageAll: Sentence relevand® is the average of
the TF-IDF values of all terms in the sentence:

TF-IDF
SR = ———
T,

whereTF-IDF is the sum of all TF-IDF values
the number of terms in the sentence.

Average All_Smooth is a variant of Averagéll
which effectively boosts long sentences, by diminish-
ing the negative impact of sentence lengtit<(DF,,

T, as above):

SR — TF-IDF , x T
log(Ts)

For the measuresin 1. and 2., we included vari&ats
erage Selected and Average SelectedSmooth, re-
spectively, which use the scores of the 40 most rele-
vant terms only rather than all terrfis.

Luhn _Orig: this measure implements the proposal
by Luhn (1958). Sentence relevance is a function of
the best-weighted (= most relevant) cluster of the sen-
tence, where a cluster is a sequence of terms within
a sentence with up to 4 intervening non-significant
terms. A term is significant if it is among the 40 most
relevant TF-IDF terms. The cluster relevancgk is
calculated as
Tsigg

T,

whereTsig, is the number of significant terms in the
cluster, T, the number of all terms in the cluster.

CR =

. Luhn_Weighted is a variant of the measure

Luhn.Orig. It uses the TF-IDF values of signifi-
cant terms in a cluster rather than their numlé&t.is
now calculated as

 TF-IDF?
==

CR

whereTF-IDF, is the sum of the TF-IDF values of the
significant terms in the clusterf, as above.

4Manual inspection revealed that usually the top 40 ternma for
a useful set of representative keywords.



5. Similarity is computed as cosine similarity betwee390 ¢
the vectors of the sentence and the document (.
vectors encoding the TF-IDF values of the termsii
sentence/document). In contrast to the other measiize0
terms that occur in the document but not in the ct
sentence have negative impact on similarity.

250
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To illustrate the impact of the different term definitions
sentence scoring functions on the overall relevance of
tence, we present a short example text (see Table 2) Tl I8 AN . .
with selected term relevances (Table 3), and sentencc ranik-0 1 2 3 4 s 6 7 8 9 10 11 12 13 14 15

ings (Table 4) that result from the different definitions- Ta Figure 1: Distribution of the numbers of annotations per

ble 4 presents all combinatiohsf term definitions with  gentence (x-axis: number of annotators who marked a sen-

sentence scoring functions, for sentenggupper table)  tence as relevant; y-axis: number of sentences)
and[2] (lower table).[1] and[2] both contain words related

to the text'’s topic Agypten” (‘Egypt’), but[2] actually does

not convey important information. The example shows that the combinations of term defini-
tion and scoring function result in highly diverse rankings

eThe following section aims at an objective evaluation, by

comparing the ranks to a gold standard.

50,

Table 3 shows that with all term definitions, the significanc
of the notion ‘Agypten” for the text is recognized. Table
shows that, combined with the sentence scoring functlon
this can result |_n quite diverse sentgnce ra}nklngs. In the 4. Evaluation
following, we point out the most prominent differences that

show up in the table and try to motivate them. 4.1. Gold standard

e Comparing the average scoring functions (1./2.) withAs is well known, it is difficult to define a gold standard for
their smoothed variants (1la./2a.), we see that the simplte (intrinsic) evaluation of Information Retrieval or Tex
versions rank the text's head&gypter(= [1]) first, whereas Summarization systems. We decided to use a set of 35 doc-
the smoothed variants rank it last (= rank 26, with terms =uments of all text sorts and domains mentioned in Table 1,
wf/stems) or 2nd—4th (with ngram terms). with a total of 1097 sentences, each annotated by 15 human
This can be explained by the fact that the smoothed varian@nnotators. The annotation criteria instructed the annota
penalize the short, 1-term sentence, even if the term itselors to mark all sentences which would be good candidates
is high-ranked. for an indicative summary, i.e., good indicators of the sub-
Ngram-based terms rank] on positions 2—4, becausfl  ject of the text. The annotators were told to include sen-
consists of sequencef ngram terms, and all of them are tences witlredundant conterds well as sentences that con-
high-ranked. tain pronounsif these sentences contained relevant content
e The similarity function (5.) shows that] has much in  (such sentences are usually excluded from gold standards
common with the other sentences in the document. Onlyor summarization). There were no restrictions on the ab-
wi-terms fail to establish the link betweekgyptenin [1] solute number of sentences to be marked.

and morphological variants likégypter (‘Egyptian peo- The manual annotations quite naturally result in a ranking
ple’, as in[4] and[9]) or Agyptenggenitive form of ‘Egypt’,  of sentence relevance: the more annotators to mark a sen-
[6]). The ngram-terms even manage to likgyptenwith  tence, the more relevant and important that sentence is.
compounds likealtagyptische‘ancient Egyptian’|3]). Figure 1 shows the distribution of the numbers of annota-
e Comparing the average functions operating on all (1./1a.)ions per sentence: Almost 1/4 of the sentences were unani-
or selected (2./2a.) terms, it turns out that sentd@fes  mously considered “irrelevant” by all of the annotatorsi24
boosted with selected terms. With terms = wf/stems, this ioout of 1097 sentences received 0 annotations). Thpers,

due to the fact that from the total of six words, only tvgn.(  cent agreemenudf the 10% and 20% most unimportant sen-
Erde) figure among the 40 most relevant terms, whereagences is 100%. With respect to the top end of the field,
three of the wordsAigyptos,agypt., Quenmtare unknown i.e., the 10% most important sentences (which correspond
in the document collections and, hence, receive very lovio the set of sentences that received between 12 and 15 an-
values (see Sec. 3.2.). Restricting the scoring function tmotations), percent agreement is 89.5%. Overall percent
relevant terms therefore diminishes the impact of the unagreement is 81.0%. These results are in line with Jing et
known words. al. (1998), who found that human agreement decreases as
e Only ngram-based approaches successfully relate the athe length of summary increases.

jectiveagypt.(and, by chance, the Greek wokiyptogin  To evaluate the automatic scoring methods described in the
[2] to the base nouAgypten This results in overall higher previous sections, there are roughly two ways: (i) to mea-
ranks for[2] with ngrams (ranging from 2-16), vs. lower sure how well the methods performin reproducing the rank-
ranks (7—25) with wf/stems. ing resulting from the manual annotations; (ii) to ignore th

SWe did not compute Luhn scores for the ngram-based terms  ®Percent agreement measures the ratio of observed agraement
because the concept of clusters of consecutive highlyasete with the majority opinion to possible agreements with theamity
ngrams seems not sensible, at least with synthetic language opinion (Jing et al., 1998; Gale et al., 1992).



[1] Agypten
[Egypt’]

[2] (gr. Aigyptos; agypt. Quemt, “schwarze Erde”)
[‘Greek: Aigyptos, Egyptian: Quemt, “black earth"’

[3] Eine fremdartige Welt ist die altagyptische Hochkultut thren tierkdpfigen Gottheiten, die in zahlreichen
Abbildungen tberkommen sind.

[4] Auch die fluchbeladenen Mumien iben ihre eigene Faszimatis, wie die eng mit dem Totenkult verwobene
gewaltige Bautatigkeit dekgypter.

[5] Mit den Pyramiden schufen sie die massivsten und dauestafi®auten der Erde.

[6] Betrachtet man eine Kari&gyptens , so versetzt es in Erstaunen , wie ein Land , dasifesschlieRlich vor
Wiste bedeckt ist , derartige Leistungen hervorbringemka

[7] Alles Leben inAgypten hangt vom Nil ab , der das Land von Stiden nach Noddechstriiomt und sich i
einem fruchtbaren Delta in das Mittelmeer ergief3t.

[8] Zwischen der Saharaim Westen und der arabischen Wisteten §gielt sich , abgesehen von einigen Oasen
, bis heute fast alles Leben fgypten in diesem Niltal ab .

[9] Die Abhangigkeit vom Nil und seinem regelmaRigen Hochseasvar pragend fir diggypter , hing doch die
Ernte und damit dagberleben von ihm ab , der mit der Nilschwemme das Niltalrfibete .

[10] Der sich ablagernder Schlamm des Flusses war es , der demdiandahrstoffe brachte , sein Wasser

ermoglichte das Leben .

Table 2: The first 10 (of 26) sentences from a text about Eg@aturce:htt p: / / ww. sungaya. de/ schwar z/
aegypt er/ aegypt er. ht m accessed Mar. 19 2008.

| Rank || wf | stems || 4gramtok | 4gramsent | 5gramtok | 5gramsent |
1 aegypten aegypt gypt gypt agypt agypt
2 chr. chr. agyp agyp _agyp gypte
3 niltal niltal _agy ypte gypte _agyp
4 nil nil ypte _agy ypten ypten
5 aegypter altaegypt _nil _nil pten e.agy
6 atlantis hochkultur pten pten _chr. _chr.

Table 3: The 6 top-ranked terms according to different teefinitions

|| wi | stems [ 4gtok | 4gsent] 5gtok | 5gsent]

[1] 1. AverageAll 1 1 1 1 1 1
2. AverageSelected 1 1 1 1 1 1

la. AverageAll_Smooth 26 26 4 3 4 3

2a. AverageSelectedSmooth 26 26 2 2 2 2

3. LuhnOrig 25 23 - - - -

4. LuhnWeighted 7 13 - - - -

5. Similarity 7 1 1 1 1 1

[2] 1. AverageAll 11 17 2 2 2 2
2. AverageSelected 7 12 2 2 2 2

la. AverageAll_Smooth 24 24 11 15 11 15

2a. AverageSelectedSmooth 13 17 7 11 7 11

3. LuhnOirig 24 22 - - - -

4. LuhnWeighted 20 20 - - - -

5.  Similarity 25 24 15 16 15 16

Table 4: Sentence rankings for sentenfBs(upper part) and2] (lower part), according to different term definitions
(columns) and sentence-scoring functions (rows)



70,0 +

measures. We see that &gk terms perform clearly better
60,0 M— than wordforms, with all measures.
B The figure also shows that the two correlation measures
50,0 — (RCR and CBP) assign similar values to the term/scoring
combinations. Looking at the Be&D measure, we see that
40,0 — it assigns very low values: precision (B10P) is 26.4 for
wordforms and 33.9 for 5¢pk; recall (B10OR) is 24.6 for
30,0 +— —— — wordforms and 34.2 for 5¢pk. The values of Worsi0
precision (W10P) are considerably higher (53.3 and 62.3)
20,0 +— — — but diverge a lot from recall (W10R: 23.2 and 33%).
Table 5 displays the results for all combinations of term
10,0 {— — — definitions and scoring functions. In this table, the valfes
correlation measures are averaged, and F-score is reported
0,0 r rather than precision and recall.
wf 5g_tok For the different term variants, our evaluation clearly

shows that 5gok perform best and wordforms per-
form worst, with the vast majority of scoring functions.
Figure 2: Results for the sentence-scoring function Simi-Only with AverageSelected/F-score of B10, and Aver-
larity, with terms = wf/5gtok, according to different evalu- ageSelectedSmooth/F-score of W10, 5tk does not
ation methods come out on top. In general, 4gk scores similarly well
as 5gtok.

exact ranking and, instead, to measure how well the methS f.or the scoring functions, the picture is more com-
ods overlap with the manual annotations in the top-mosP!€X: the function Averagéll performs worst and Av-
and bottom-most set of sentences, thus taking into accoufif@geSelected next to it, at least in most of the cases.

RCR ECBP " B10P .- B10R IIW10P -~ W10R

the findings of Jing et al. (1998). For the task of selecting low-ranked sentences (W10), Av-
In our evaluation, we persued both ways, by assuming th§r@geSelected performs best, though. In general, Aver-
following evaluation measures: ageAll _Smooth and Similarity turn out best, see the high-

lighted figures in Table 5.

1. Rank_Correlation_Rho (RCR): Spearman’s rank |f one wants to compare our results with the results by Ed-
correlation coefficient. The sentences of a documengundson (1969) and Kupiec et al. (1995), one has to con-
are ranked (i) according to the sentence relevancesider our highest Best0 F-Score (FB), which is around
computed by the automatic methods, and (i) accord-349 (with 5gtok, combined with different sentence scor-
ing to the number of manual annotations. The order ofing functions). This result is similar to Edmundson’s résul
both ranks is compared. (36%) and considerably better than the result reported by

2. Correlation_Bravais_Pearson (CBP) this measure Kupiec et al. (1995) (20%).
compares the normalizeabsolutevalues of sentence 5. Conclusion

relevances and number of manual annotations rather ) ]
than the relative ordera. In this paper, we compared and evaluated alternative defi-

3. Best 10 (B10). Worst 10 (W10 I - d nitions of “term” and different ways of computing sentence
-+ Best10 (B10), . orst10 ( } recall, precision an relevances. We illustrated the diversity of sentence ragi
F-score of the first and last 10% of the senterfcEbe

: that result from the combinations of term definitions and
F-score of the BesLO measure is the measure that Cor-go o ce scoring functions. Our evaluation with respect to
responds most closely to the accuracy measures us‘?‘:1(?gold standard showed that the token-based 5grams yield
by Edmundson (1969) and Kupiec et al. (1995). the best results among the term alternatives. This could
4.2. Results be attributed to the fact that ngram-based terms cope bet-

We first focus on the different evaluation methods and ther'%er with inflecting languages like German, the object lan-

. ) guage of our study. For the sentence-scoring functions, Av-
present the overall results. Figure 2 displays the resoits f L )
; . o ; erageAll_Smooth and Similarity performed best, with the
the sentence-scoring function Similarity, with wordforms : . o
. ) . S evaluation methods of correlation and F-score of best 10%,
(left side) and 5grantok terms (right side). The individ- . . o
! ._respectively. The values achieved by these combinations
ual columns encode the results for the different evaluation .
are rather low, though. On the one hand, this seems to con-

A value of 0 for the correlation ranks means that there isﬁrm the much-cited results by Edmundson (1969) and Ku-

no correlation at all between the gold standard and the attom Piec et al. (1995); on the other hand, the results obviously

methods; a value of 100 encodes complete correlatia0 in-  depend heavily on the way the relevances are computed and

dicates reversed order. it is therefore possible to outperform the results by Kupiec
8The 10%-portions are determined on the basis ofethiire et al. (1995).

corpus, i.e., these portions contain the 10% sentenceshigth

est/lowest relevancacrossthe corpus, as assigned by the annota-  ®The low recall of W10R can be attributed to the fact that a

tors or automatic methods. As a consequence, the 10% portioriarge number of sentences (almost 1/4) were not marked by any

of some texts may be empty (if they did not receive enough-annoannotator, whereas most of the automatic methods assigre

tations). value to all of the sentences.



LuhnOrig LuhnWeighted Similarity Average_All Average_Select | Av_All_Smooth [Av_Sel_Smooth

C FB FW_ |C FB FW |C FB FW_ |C FB FW_ |[C FB FW |C FB FW_ |C FB FW
wf 28,0 27,7 37,21 30,3 29,0 37,2| 37,1 255 324|203 23,1 269199 21,1 37,11 37,1 256 33,7/ 31,3 21,1 38,3
stems 30,3 26,6 38,6/ 31,9 26,0 38,1| 39,0 24,7 37,2\ 22,8 24,1 29,8| 22,8 24,0 38,6/ 38,3 30,0 359| 34,4 30,0 33,5
4g_tok 43,0 31,2 429| 28,2 27,9 34,4| 29,9 27,8 45,1| 42,7 32,1 41,0| 36,7 31,9 44,8
4g_sent 41,2 27,7 39,4| 24,9 258 32,8| 28,6 25,7 43,8| 39,7 25,2 38,8| 353 26,3 43,5
5g_tok 43,1 34,1 43,7| 29,4 28,9 37,0/ 30,0 27,1 46,7| 44,3 34,2 43,1| 38,5 34,2 36,7
5g_sent 39,9 26,8 38,7| 24,8 25,2 31,4| 28,0 26,7 45,3| 39,4 27,4 38,8 36,0 29,9 45,1

Table 5: Results for all term definitions and sentence-agdiinctions. The values are the average values of the corre-
lation measures (C), and F-scores for B10 (FB) and W10 (F\W).¢lach of C, FB, FW, the best combination of term
definition/scoring function is printed bold-face, the seddest bold-face and italics.
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