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Abstract
Question Answering systems are systems that enable the user to as@rgpiesnatural language and to also receive an answer in natural
language. Most existing systems, however, are constructed for gflsiEfanguage, and it is not clear in how far these approaches are
also applicable to other languages. A richer morphology, greater signtadability, and smaller fraction of webpages available in the
language are just some issues that complicate the construction of syste@erman. In this paper, we present a modular Question
Answering System for German which uses several morphologiaaliress to increase recall. Nouns are converted into verbs, verbs into
nouns, and the tenses of verbs are modified. We use a web seaiith aag back end to allow for open-domain Question Answering.
A POS-tagger is employed to identify answer candidates which are theaditied tiled. The system is shown to achieve a higher recall
than other systems for German.

1. Introduction logical resources to increase the recall of the system.

In the recent years, the field of Question Answering (QA) 2 Related Work

has evolved considerably, bringing forth a number of ) ) )

highly interesting systems and methods such as (pas&;urrgntly, there are only few unrestricted Question An-
and Harabagiu, 2001), (Dumais et al., 2002), (HartrumpfSWering systems for German. Answerbus (Zheng, 2002)
2006), (Harabagiu and Hickl, 2006), (Moldovan et al., &n treat German among other languages but uses the En-
2007). Question Answering systems enable the user to akish system in combination with machine translation. Ex-
questions in natural language and to also receive an answifAns and WebExtrAns (Mod et al., 2003) are not open-

in natural language. They can be used for both searctiomain, and (Neumann and Xu, 2004) require a semi-
ing the Internet or electronic corpus collections. However Structured query formulation. The system by (Hartrumpf,
most systems built in the past years are constructed for the006) is perhaps the most similar to the system presented
English language, and it is not clear in how far these aphere in terms of unre;trlcteQness qu Web—baseq search on
proaches are also applicable to other languages which haf@érman data, but it differs in that it is an adaptation of an

a richer morphology and greater variability in their syntac Original corpus-based system and uses a sophisticated se-
tic constructions. English morphological variants as well mantic component. The widely known systems of (Dumais
synonyms are usually found by web search engines conft al., 2002) and (Pasca and Harabagiu, 2001) (both built
monly used as system back ends, but this is not necessarifgr processing English) provided the basic motivation for
the case for other languages. This fact together with the fadhe system presented here — (Dumais et al., 2002) in terms
that web pages in other languages comprise a much smalléf mining data from the web, and (Pasca and Harabagiu,
fraction of the www compared to English web patjésads 2001_) in terms (_)f using linguistic resources for query ex-
to a smaller recall; fewer potential answer candidates ar@ansion/increasing recall. So far our system only uses mor-
found. Some systems such as Answerbus (Zheng, zoogﬁologmal resources for query expansion but the system ar-
use a machine translation component to evade the protshitecture is kept modular such that further resources ean b
lem above, but this raises a number of other problems, suci¢Sted in the future as in the work of (Pasca and Harabagiu,
as low-quality translations and the problem that many lan2001).
guage/area specific questions cannot possibly be answered,

because English web pages never contain the answers (such _ 3. System Arc_hltecture. o
as the names of people well-known exclusively in those! he architecture of the system is schematized in Figure 1

countries where the language is spoken). Therefore in thi§irst: the user’s question is analyzed to render 1) the ques-
paper we aim at two contributions: 1) constructing an opention type and 2) the relevant parts for query construction.
domain Question Answering system tailored to the needd "€ query then enters the search engine — in our case we
of searching German web pages for answers (there is velySe€d the Yahoo APL. The answer shippets returned by the

little work in German QA); 2) experimenting with morpho- Search engine are then further processed: they are part-of-
speech tagged to help find the relevant answer candidate,

Ycf. http://wwv. internetworldstats.com
stats7.htm htt p: // devel oper . yahoo. conf downl oad/
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Figure 1: System architecture.

answer-candidates are matched to the question types, amdnted). Using query extension we also obtain the query
similar answer candidates are merged before the most fre-Edison +Erfinder (+Edison + inventor). The latter query
quent answer-candidate is selected. resulted in 89.200 search results as opposed to 32.800 for
the first query. Currently this module only uses a fixed list
of words to convert into each other. The second module for
Question types are mainly recognized by identifying thequery modification uses a more complex morphological re-
question word. The system so far can deal with the quessource SMOR (Schmid et al., 2004). This module is used to
tion types shown in Table 1 The POS-tag sequences that a{gry the tenses of verbs. This is useful because in German
expected as answer types refer to the STTS-tagset (Schillgfiere are many more irregular verbs than in English. The
etal., 1995). verberfinden for instance is changed into past teesan-
3.2. Query Composition and Query Modification den qnd past particip!erfunden Using"both modules the

, i ... questionWer sang beim Spiel Bayerniiichen gegen die
For composing the query the question words and auxiliarie§etsche Nationalmannschaft im Jahre 2005 die National-
are erased from the user’s question. Two'(.opti.onal) mOdhymne?(Who sang the national anthem at the soccer game
ules, mlandm2, are used for query modification. The ot gavern Minchen against the German national team in
first module performs noun-to-verb and verb-to-noun con-2005?) results in 16 different queries: the weethg(sang)
versions in prder to achieve a higher _recal!. The questioRy modified tosingt (sings), gesunger(sung) andsanger
Was hat Edison erfunder(®hat did Edison invent?) nor- (singer) and each of them is combined with the four variants
mally results in the queryEdison +erfunden (+Edison +in- ¢ Spieler(player), namelyspielt, spielte, gespielplays,

3 - _ played, played). The other words in the sentence are not
To compensate for tagging errors, we sometimes also aIIonnodified

for similar tags as in the case of the determiner.

3.1. Question Types
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Question type German key words expected answer format

Who-question Wer, Wie heif3t sequences of NE-POS-tags followed by NN-POS tag sequences
What-question Was, Wonach, Womit | optional determiner (ART, PRELS, PDS) followed by NN

location Wo, Wohin preposition (APPRART, APZR, APPO) followed by NE or NN
time Wann expressions built of numbers, terms describing months, days
abreviations Words in capital letter§ sequences of words whose initials correspond to the capitals
How many-questions Wie viele cardinal numbers

How [adjective]-questions Wie [adjective] cardinal number followed by NN or JJ

Why-questions Warum, Weshalb phrases starting wittveil (because)aufgrund(due to)

Table 1: Question types known by the system.

3.3. Search Engine 4. Evaluation

As a search engine we use the Yahoo search engine arl@bles 2 through 7 show the evaluation results1 and

its API. This API allows us to restrict the number of an- M2 refer to the morphology module 1 (modify verbs into
swer snippets that are returned. As the work of (Dumaidouns and vice versa) and morphology module 2 (modify
et al., 2002) shows, it is not advisable to use too many anthe verb tenses) repectively12is the combination of both
swer snippets — 200 was the optimal value for their systeminodules. The basid@g system does not use any of these

Similarly, in our system, for every query, we currently use modules.
200

* = number of querieS"PPetS: M PL P5 ™M PhL P5 R
ml2 | 30.1 26.0 370 36.7 31.7 451 82
3.4. Processing of Answer Snippets m2 | 293 250 36.0 357 305 439 82
) ] . ml 28.0 230 36.0 379 31.1 486 74
The retrieved answer snippets are POS-tagged with the [pas | 289 24.0 37.0 38.1 31.6 487 176

TreeTagger (Schmid, 1994), and the tag sequences are use
to identify the words and phrases eligible as answer candifable 2: Development Set: 100 questions; questions with
dates as shown in Table 1. This strategy is more suitable fapbsolete answers were removed and replaced by later ques-
taking into account the greater syntactic variability ofrGe tions.

man, whereas the English AskMSR (Dumais et al., 2002)

system relies mainly on the position of the answer candi-

date in the answer snippet.

4.1. Corpus

For the evaluation of the system we used 100 question-
answer pairs from CLEF (Cross-Language Evaluation Fo-
The answer candidates retrieved from the snippets are firstm) 2004 as a development set, and 100 question-answer
filtered and then tiled. The filtering step deletes answepairs as a test set. The development set was used for
candidates that contain the question, because it is desiimplementing the question types. The test set was only
able to avoid the answer #ho discovered Amerid® be  looked at after the implementation was completed. As
America for instance. We only delete the relevant words insome of the question-answer pairs were obsoMithat is

the answer candidates, however, not necessarily the whotee name of Peruan President Alberto Fujimori’s wife?
candidate. With the questiohat is the name of George What does Saab call back?we employed two different
Washington'’s fatheifor instance, we would retrieve a can- evaluation strategies. First, we replaced obsolete asswer
didateAugustine Washingtaaind only delet&Vashington with up-to-date answers, wherever it was possible. Sec-
The tiling of answer candidates is similar to AskMSR: ond, we removed obsolete-question answer pairs and re-
We include candidates that are contained in other candiPlaced them with others, that occurred later in the list. To
dates into the same set of answer candidates, such that the able to make our work comparable to other work (Neu-
frequency count foColumbus(e.g. 50 occurrences) and Mmann and Xu, 2004), (Hartrumpf, 2006),we also employed
Cristoph Columbuge.g. 40 occurrences) is summed up @ third strategy, where we only evaluated questions of an-
in the end. However, we have to avoid cases where 208Wer types our system could recognize. (The system can
occurrences oHomerare included into 2 occurrences of also treat questions with unknown answer types, defaulting
Homer SimpsanFor this reason, we only include a set of to the most frequent chain of NN and NE-tagged words in
substrings into the set of the superstrings when the size dhe answer candidates.)

the former set is at least 2/3 of the size of the latter set.

Additionally orthographic variants are included in the sam 4-2-  Methodology

sets if for their Levensthein-distané€Levenshtein, 1966) During the development phase the system was built using
I <=1 for words of length 8 or less, arid= 2 for longer  an automatic comparison of answer strings and gold stan-
words. Moreover, we use a transducer to transform numeard answers. In the test phase, however, the evaluation was
bers written in letters to be able to also include those in thearried out by a human judge who had not taken part in the
corresponding answer sets. development. The judge was shown the question, the gold

3.5. Processing of Answer Candidates
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M P1 P5 M, P, P5 ns R System Precl| Recall | unrestricted
mi2 | 30.1 260 37.0 36.7 317 451 18 82 Q types
m2 | 29.3 250 36.0 357 305 439 18 82 Neumann, Xu (2004) 29.0 | ? no
ml | 280 230 360 379 311 486 26 14 Hartrumpf (2006) | 22.9 | 76.5 | yes
bas | 29.0 240 37.0 381 316 487 24 16 present system 209 | 86.0 | yes

Table 3: Development Set: 100 questions; questions with
obsolete answers removed and replaced by later questions.

Table 4: Development Set: 81 questions; questions with

obsolete answers were updated where possible. Only ques-
tions where the system could recognize the question type
were evaluated.

M P1 P5 M Pl P5 ns R
ml2 | 23.6 180 340 274 209 395 14 86 °
m2 | 223 170 320 259 198 372 14 86
ml | 233 190 320 277 226 381 16 84
bas | 226 18.0 320 265 212 377 15 85 °

Table 5: Test Set:
where possible.

100 questions; answers were updated

Table 8: Comparison with other systems

Evaluation Measures

For evaluating the system we measured the following:

MR PL P5 M PL P5 ns R tocol.
mi2| 254 210 333 303 250 397 13 84 .,
m2 | 254 21.0 333 303 250 397 13 84
ml | 264 222 346 325 273 424 15 81
bas | 27.0 235 333 331 288 409 15 81

e The Mean Reciprocal RankMRR, abbreviated to

M): The sum of the relative rank of the correct an-
swer (where the rank must be at least 5): MRR

Z:.L:l((m if i <= 5;0 otherwise))

percentage of correct answers given as the first answer
of the systemPrecisionlor P1

percentage of questions where the correct answer was
among the first 5 answerBrecisiongP5

the number of questions where the search engine did
not return any snippetsis

the percentage of questions where at least one snippet
was returnedRecall or R

M P1 P5 M P, P5 ns R ¢ MRR,, Precl,, Prec5 (Ma, P, P5;) are values
mlz | 19.7 140 310 237 169 374 17 &3 where the questions that didn’t at least result in one
m2 | 193 140 290 233 168 349 17 83 snippet were not considered.

ml 206 170 29.0 251 20.7 354 18 82
bas | 20.7 170 290 252 20.7 354 18 82 44. Results

Table 6: Test Set: 100 questions; gquestions with obsoletd € results are s_,hown in Tables 2 throug_h_ﬂll refers_
answers were removed. to the morphological module 1, which modifies verbs into

nouns and nouns into verbs, am2 refers to the morpho-
logical module 2, which modifies the tenses of the verbs.

M P1 P5 M P P ns R basrefers to the basic system without any of the two mod-
ml2 | 246 188 354 287 220 415 14 85 yles, andnl2is the system with both modules.
m2 | 232 177 333 272 207 390 14 8 |nTable 8 we show a comparison of our system with two
ml | 242 198 333 291 238 40.0 16 83 ,ther German systems, givilyeck andRecall We used
bas | 235 188 333 278 222 395 15 &4 Precl, because the other systems were also evaluated with-

gut considering questions where the search engine did not

Table 7: Test Set: 96 questions; questions with obsolet
Fﬁturn any results.

answers were updated. Only questions where the syste

could identify an answer type are considered. A5. Discussion

Regarding the results in Tables 2 — 7, we can confirm that

extending queries via morphological variation resulte ent
standard answer and the system’s 5 best answers via a cofmigher recall. However, the tables also show, that in the cas
puter program. He could then type in which of the answerof the test set this does not necessarily lead to a better over
was correct, or whether none of them was. This seemed all performance. We attribute this partly to the fact that ou
fairer way of evaluating the system, because in some casésst set has a different distribution than the developmeint s
the system provided good answers that didn't either exactlynd is not representative for the whole question corpus. An
correspond to the gold standard answers (in terms of difevaluation carried out on the whole question corpus of 700
ferent spellings which could not easily be corrected usingjuestions confirmed this notion — none of the evaluation
Levenshtein-distance etc.) or were completely differentimeasures was lower for the12system than for théasic
but still correct. The gold standard answer What does system. Another reason is that our system as presented here
FTP mean? for instance, was communist guerrilla or- is not yet optimized with respect to many parameters, such
ganisation whereas the system returniite Transfer Pro-  as the optimal number of answer snippets to be returned,
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weighting of queries etc. As Table 8 shows, the system is International Conference on Language Resources and
however comparable to other German Question Answering Evaluation (LREC), pp. 1263—-1266, Lisbon, Portugal.
systems. Note that a fair comparison is not possible due tblelmut Schmid. (1994). Probabilistic part-of-speech tag-
the different data that were used. One of the systems also ging using decision trees. In Proceedings of Interna-
was not evaluated considering unrestricted question fypes tional Conference on New Methods in Languge Process-
and that increasing recall was not always tried or evaluated ing, pp. 44—49, Manchester, UK.

in the manner we do. Z. Zheng. (2002). Answerbus question answering sys-
tem. In Proceedings of the Human Language Technol-
5. Conclusion ogy Conference (HLT).

We built a highly modular question answering system for
German that mines data from the Internet for answer ex-
traction. The system is a highly extensible prototype which
in its current version is tuned to the fact that German web
pages comprise only an small fraction of the Internet com-
pared to English web pages. The system uses morphologi-
cal data resources such that it achieves a higher recall than
comparable systems.
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