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Abstract
This paper presents SHALMANESER, a software package forshallow semantic parsing, the automatic assignment of semantic classes
and roles to free text. SHALMANESER is a toolchain of independent modules communicating through a common XML format. System
output can be inspected graphically. SHALMANESER can be used either as a “black box” to obtain semantic parses for new datasets
(classifiers for English and German frame-semantic analysis are included), or as a research platform that can be extended to new parsers,
languages, or classification paradigms.

1. Introduction
The last decade has seen immense successes in syntactic
analysis, in which the data-driven acquisition of informa-
tion from annotated corpora (i.e., treebanks) has played a
pivot role. The same development is currently gaining mo-
mentum in the area of predicate-argument structure, which
models the relationship betweenpredicates (e.g., verbs)
and their semantic arguments orsemantic roles. Often, the
predicate is first assigned a sense orsemantic class, which
is followed by the assignment of roles appropriate for this
sense. See Fig. 1 for a predicate-argument level analysis
of a sentence: The predicate “pass” is used in itsGiving
sense with three arguments: an agent, realized as its (deep)
subject, a theme, realized as object, and a manner, realized
as adjunct. For the sentence “Fred passed the test quickly”,
a different sense of “pass” would be appropriate.
A number of projects have annotated large corpora with
this kind of information, such as PropBank (Palmer et al.,
2005) and FrameNet (Fillmore et al., 2003) for English,
SALSA (Erk et al., 2003) for German, and the Prague
Dependency Treebank (Hajičová, 1998) for Czech. The
availability of data has kickstarted research on the use of
predicate-argument structure, whose attractiveness lies in
its intermediate position between syntax and “deep” seman-
tics. It normalizes across more or less meaning-preserving
syntactic transformations such as passivization (e.g. “The
butter was passed quickly by Fred” would receive the same
representation as in Fig. 1), and to some degree also across
languages. Most paradigms provide role labels such as
Actor or Theme, which characterize the relationship be-
tween predicate and argument as well as the relationship
between arguments. This provides a handle on modeling
inferences about role-fillers: for example, theTheme of a
Giving event is the object that changes possessors. Con-

Rosy asked Fred to  pass the butter quickly.

Giving

ThemeAgent
Manner

Figure 1: Role-semantic analysis of a short sentence.

versely, predicate-argument structure ignores problems of
deep semantic analysis such as modality, negation, or scope
ambiguity.
These properties have generated interest in predicate-
argument structure for content-related natural language
processing tasks, such as Question Answering (Narayanan
and Harabagiu, 2004) or Information Extraction (Mos-
chitti et al., 2003). However, the serious use of predicate-
argument information in NLP hinges on the ability to ro-
bustly and accurately label new, unrestricted text with se-
mantic class and role information, a task also known as
shallow semantic parsing. Even though there has been a lot
of fundamental research on the task, starting from Gildea
and Jurafsky (2002), up to the shared tasks at CoNLL (Car-
reras and Màrquez, 2004; 2005) and SENSEVAL 3 (Mihal-
cea and Edmonds, 2004), we are not aware of any robust
shallow semantic parser which is freely available.
We address this problem by presenting SHALMANESER,
a SHAL low seMAN tic parSER which can be downloaded
from our web site (see Sec. 4 for details). We conceptu-
alize semantic analysis to be decomposable into a num-
ber of subproblems, which can be solved fairly indepen-
dently; therefore, SHALMANESER is designed as a loosely
coupled toolchain. Currently, the toolbox contains three
modules: a preprocessor to parse plain-text input into the
interchange format, a module for sense-disambiguation of
predicates (FRED), and one for the assignment of semantic
roles (ROSY). The modularity furthermore allows easy in-
tegration with other NLP tools. For example, the XML out-
put of any module of SHALMANESER can be visualized di-
rectly with the SALTO tool (Burchardt et al., 2006), which
is also available at our web site.
SHALMANESER is designed both as a platform for research
in shallow semantic parsing, and as a “black box” to pro-
duce data with role-semantic annotation. In an “end user
scenario”, pre-trained classifiers for English and German
are available for exploring the use of role-semantic infor-
mation in different NLP settings. In a “research scenario”,
the modular architecture enables the integration of addi-
tional processing modules; furthermore, we have kept the
processing components encapsulated to make them easily
adaptable to new features, parsers, languages, or classifica-
tion algorithms.
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Frame: STATEMENT

This frame contains verbs and nouns that communicate
the act of a SPEAKER to address a MESSAGE to some
ADDRESSEEusing language. A number of the words can
be used performatively, such asdeclare andinsist.

SPEAKER Evelyn said she wanted to leave.
MESSAGE Evelyn saidshe wanted to leave.
ADDRESSEEEvelyn toldmeabout her past.
TOPIC Evelyn told meabout her past.

F
ra

m
e

E
le

m
en

ts

MEDIUM Evelyn preached to meover the
phone.

P
re

di
ca

te
s

acknowledge.v, acknowledgment.n, add.v, ad-
dress.v, admission.n, admit.v, affirm.v, af-
firmation.n, allegation.n, allege.v, announce.v,
announcement.n, assert.v, assertion.n, attest.v,
aver.v, avow.v, avowal.n, caution.v, claim.n,
claim.v, comment.n, comment.v, . . .

Table 1: Example frame from the FrameNet database

Plan of the paper. In Section 2, we give some back-
ground on Frame Semantics, the predicate-argument
paradigm primarily used in SHALMANESER. Section 3 dis-
cusses our modeling of shallow semantic parsing as a set
of loosely coupled problems. Section 4 gives a high-level
overview of SHALMANESER’s features, and Section 5 adds
details about the individual components. Finally, Section 6
evaluates SHALMANESER quantitatively and qualitatively.

2. Frame Semantics
Frame Semantics (Fillmore, 1985) is a used-based theory of
meaning and, more specifically, predicate-argument struc-
ture. In Frame Semantics the meaning of a predicate is de-
scribed by reference to aframe, a conceptual structure de-
scribing a situation. Semantic roles, calledframe elements,
are local to frames and represent the agents and objects in-
volved in that particular situation.
The Berkeley FrameNet project (Fillmore et al., 2003) is
constructing a frame-semantic lexicon for English, which
currently contains some 600 frames with 8,700 predi-
cates, of which 5,700 are exemplified in annotated sen-
tences from the British National Corpus. Table 1 shows
the Statement frame as an example, which describes a
communication situation. The frame definition contains a
natural-language description, a list of frame elements, and
the predicates which can introduce the frame.

3. Semantic analysis with
a loosely coupled toolchain

Semantic parsing divides naturally into two subtasks,class
assignmentand role assignment. The task can in princi-
ple be modeled either as one integrated process, or as two
separate modules, with class assignment preceding role as-
signment. Experiments by Gildea and Jurafsky (2002) with
interleaved processing showed a small gain in accuracy at
a huge processing cost; similar experiments by Erk (2005),
who fed role assignment information back to class assign-
ment, resulted in no improvement. So, given the large ad-

vantages of a modular architecture in general – where indi-
vidual components can be exchanged, added, and removed
without the need to change or even know the other compo-
nents – we have modeled semantic parsing as aloosely cou-
pled chain of modules. The components of SHALMANESER

are connected only by a common interface format which
enables annotation at different linguistic layers.
In addition to the advantages on the technical level, a mod-
ular architecture addresses the more fundamental question
of a suitable framework for semantic processing in general.
Semantic classes and roles are just one particular type
among the many kinds of semantic information that are po-
tentially helpful in NLP applications, such as lexical in-
formation (ontological status, lexical relations, polarity),
structural information (scope, anaphoric links, modality,
discourse structure), or proposition-level information (fac-
tivity). Currently, there is no comprehensive theoretical ac-
count of interaction between different kinds of information,
even less a theory of processing.
However, the last years have seen impressive progress in the
accurate computation of individual kinds of semantic infor-
mation. This is why we believe that the best-suited architec-
ture for semantic processing is a loosely coupled toolchain
architecture with a flexible number of individual modules
which work more or less independently to solve particular
subproblems of the task. Which modules are necessary or
helpful is very much a matter of the application. Crucial for
the manageability of this kind of system is a well-defined
interchange format which can represent the different kinds
of information.

4. Features of SHALMANESER

Overview. SHALMANESER is a shallow semantic pars-
ing tool. It assigns semantic classes (senses) to words, and
it assigns semantic roles. Both sense and role assignment
are modeled as supervised learning tasks. The system can
be used with arbitrary sense inventories and semantic role
paradigms, as long as training data is available.
As interchange format, we use SALSA/TIGER XML (Erk
and Pado, 2004), an XML format designed for the rep-
resentation of multi-level annotation. Extending TIGER
XML (Mengel and Lezius, 2000), which conceptualizes
syntax as a directed graph and is expressive enough to rep-
resent the output of many parsers, it allows annotation to
refer to different layers of linguistic analysis by global node
IDs. Input to the toolchain can be plain text, TIGER XML,
SALSA/TIGER XML, or FrameNet XML.
A number of additional applications are either already
SALSA/TIGER XML-aware, or will become so in the near
future. Most importantly, the SALTO annotation tool (Bur-
chardt et al., 2006) reads SALSA/TIGER XML and can
therefore be used to inspect and manually modify the as-
signed frames and roles within a graphical interface. Fig-
ure 2 shows an example of SHALMANESER output as visu-
alized by the SALTO tool.
For researchers primarily interested in a robust system for
shallow semantic analysis, SHALMANESER comes with
pre-trained classifiers for English and German. A single
command starts the complete analysis of plain text input,
encompassing syntactic analysis, frame assignment and
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Figure 2: Example output of SHALMANESER: Acts 1:3b

role assignment. More specifically, the training data for
English is the FrameNet release 1.2 dataset, consisting of
133,846 annotated BNC examples for 5,706 predicates. For
German, the training data is the currently annotated portion
of the SALSA/TIGER corpus (Erk et al., 2003), 17,743 an-
notated instances covering 485 predicates.

Flexibility. One aim of SHALMANESER is to allow re-
search in semantic role assignment on a high level of ab-
straction and control. Studies in this area typically involve
a comparative evaluation of different experimental condi-
tions, e.g. the activation and deactivation of model fea-
tures. These and other conditions are be specified declar-
atively in experiment files. SHALMANESER is designed to
enable easy adaptability to new languages, integration of
additional syntactic parsers and machine learning systems,
and addition of new features.

Architecture. SHALMANESER is realized as a loosely
coupled toolchain, as described in Sec. 3. The architec-
ture is shown is Figure 3. The components are: (a), apre-
processing module, to analyze plain text input (lemmati-
zation, part of speech tagging, and parsing); (b)FRED, a
FRameDisambiguator (detection and sense-disambiguation
of known predicates); and (c),ROSY, a ROle assignment
SYstem (identification and labeling of semantic roles in the
linguistic context of each predicate introducing a frame).

Obtaining and using SHALMANESER . SHALMANESER

is written in Ruby, an object-oriented scripting lan-
guage. The additional requirements are as follows: For
preprocessing, external NLP tools for linguistic analy-
sis (see Section 5.1). FRED is self-contained. For
ROSY, an installed MySQL database server for data
storage, and one of the supported classification toolkits
(see Section 5.3). The complete system can be down-
loaded from http://www.coli.uni-saarland.
de/projects/salsa/page.php?id=software .

5. Component details
5.1. Preprocessing

SHALMANESER includes a preprocessing component,
called FRPREP, which combines external parsers,
lemmatizers and part-of-speech taggers to produce

Semantic Role 
Assignment (ROSY)

Preprocessing:
Parsing, Lemmatisation

Frame/Sense 
Assignment (FRED)

SALSA/TIGER XML

Plain Text

SALSA/TIGER XML

SALSA/TIGER XML

Figure 3: SHALMANESER: A loosely coupled toolchain

SALSA/TIGER XML. To keep the system flexible and
extensible, FRPREP interacts with all syntactic analysis
components through a common abstract interface instan-
tiated for individual systems. Currently, we support the
Collins (Collins, 1997) and Minipar (Lin, 1993) parsers
for English and the Sleepy parser for German (Dubey,
2005); furthermore we support Treetagger (Schmid, 1994)
for both English and German lemmatization and the TNT
part-of-speech tagger (Brants, 2000).

5.2. Fred

FRED is a system for supervised Word Sense Disambigua-
tion. It uses a rich set of features consisting of

• a bag-of-words context, with a window size of one or
more sentences;

• bigrams and trigrams centered on the target word;
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• grammatical functions of the target word: function la-
bels, head words, and a combination of both. In addi-
tion, the concatenation of all function labels is used as
a feature. For PPs, function labels are extended by the
preposition.

• for verb targets, the target voice.

The feature set is based on Florian et al. (2002), but extends
the list of syntax-related features. All word-related features
exist in three variations, for the word itself, its lemma, and
its part of speech.
Currently, FRED uses a Naive Bayes classifier, estimat-
ing feature probabilities using (smoothed) maximum like-
lihood estimation on weighted features. However, the
machine learning component is completely encapsulated,
which makes it easily replaceable by other, external ma-
chine learning toolkits.

5.3. Rosy

ROSY assigns semantic roles to the linguistic context of a
predicate, based on the semantic class assigned to the pred-
icate. ROSY offers a high degree of flexibility in model-
ing the task: The task can be performed in one step, or it
can be split intoargument recognition (argrec) andargu-
ment labeling (arglab). The first step,argrec, distinguishes
only between roles and non-roles;arglab performs a more
detailed classification on the instances recognized as roles
in the first step. Furthermore, classifiers can be trained on
differentdata groups, e.g. frame-wise or by target part-of-
speech. This flexibility is accomplished by using a database
as back end to store the features, which allows different
“views” on the data.
The current implementation ofROSY includes some 30 fea-
tures, mostly motivated by current state-of-the-art systems
(see e.g. (Carreras and Màrquez, 2005)).
ROSYassigns semantic roles to constituents of the syntactic
structure. Only a small fraction of all constituents can po-
tentially bear a role, and still fewer are actual role-bearers.
To make the classification task easier,ROSY can apply
the pruning scheme proposed by Xue and Palmer (2003),
which uses parse tree structure to decide if constituents can
possibly bear a role.
To keep the system independent from particular machine
learning paradigms, we have implemented an interface
to external machine learning toolkits. We currently sup-
port Mallet (McCallum, 2002), TiMBL (Daelemans et
al., 2003), and Malouf’sestimate Maximum Entropy
learner (Malouf, 2002).

Clearing up syntax-semantics mismatches. During pre-
processing, the span of semantic roles in the training cor-
pora is projected onto the output of the syntactic parser by
assigning each role to the set of maximal constituents cov-
ering its word span. If the word span of a role does not
coincide with parse tree constituents, e.g. due to misparses,
the role is “spread out” across several constituents. This
leads to idiosyncratic paths between predicate and seman-
tic role in the parse tree. Figure 4 shows an example where
a parser error has included thewill into the NPThis delight-
ful, animated musical, which has led to the STIMULUS role
being assigned to multiple constituents. We would rather

Figure 4: Clearing up a syntax/semantics mismatch

not have the classifier learn to copy this particular parser
mistake. ROSY offers an option to make role spansin the
training datasimpler and more uniform, in our example re-
placing the multiple STIMULUS labels by the single circled
one, using the followingspan standardization algorithm:

Given a roler that has been assigned, letN be
the set ofterminalnodes of the syntactic structure
that are covered byr.

Iteratively compute the maximal projection ofN
in the syntactic structure:

1. If n is a node such that all ofn’s children are
in N , then removen’s children fromN and
addn instead.

2. If n is a node with 3 or more children, and
all of n’s children except one are inN , then
removen’s children fromN and addn in-
stead.

3. If n is an NP with 2 children, and one of
them, another NP, is inN , and the other, a
relative clause, is not, then removen’s chil-
dren fromN and addn instead.

If none of the rules is applicable toN anymore,
assignr to the nodes inN .

Rule 1 implements normal maximal projection. Rule 2 “re-
pairs” parser errors where all children of a node but one
have been assigned the same role. Rule 3 addresses a prob-
lem of the FrameNet data, where relative clauses have been
omitted from roles assigned to NPs.

6. Evaluation
Our main purpose in building SHALMANESER was not to
surpass the accuracy of the systems reported in the lit-
erature, most of which were optimized on one particular
dataset. Instead, we aim at providing a robust system which
can be adapted to different users’ needs. Still, this section
provides an evaluation for SHALMANESER’s modules on
English and German data for a realistic assessment of the
performance level to be expected from the system. We first
give a quantitative evaluation against gold-standard anno-
tation, then we discuss impressions from an experiment in
which we applied SHALMANESER to free text from a dif-
ferent genre.
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6.1. Quantitative Evaluation

We evaluateFRED and ROSY against manually annotated
data. The English evaluation is based on FrameNet release
1.2 (preprocessing with Treetagger, TNT, and the Collins
parser), the German evaluation on the SALSA corpus (pre-
processing with Treetagger and the Sleepy parser). For
each language, we split the data sets randomly into a train-
ing (90%) and test (10%) portion.

FRED. Table 2 shows the overall system accuracy, com-
pared to a “most frequent sense” baseline. The high base-
line for English is due to the fact that FrameNet, which pro-
gresses one frame at a time, provides an incomplete sense
inventory for many words. The German data, constructed
in a different fashion, has on average about twice as many
senses per lemma as the English data (Erk, 2005).

ROSY. The classification task was split intoargrec and
arglab. argrec used only syntactic features, whilearglab
used syntactic as well as lexical features. For a realistic
setting, argument labeling was evaluated on the result of the
argrec step rather than perfect argument boundaries. The
Mallet maximum entropy package was used as a classifier.
The results can be seen in Table 3. Forargrec, which is a bi-
nary decision betweenrole andno-role, the table gives pre-
cision, recall and F-score for the classrole. For then-way
decision task ofarglab, the table gives the overall accuracy.
The lower overall results for the German data reflect the
smaller size of the training set.
We tested Xue and Palmer’s (2003) pruning scheme on both
sets prior to processing. The percentage of roles retained af-
ter pruning is comparable for English and German (86.2%
vs. 81.9%), but while classifier results for English profit
from pruning by 3 points in F-score, the classifiers for Ger-
man suffer a drop of 3.2 points in F-score through pruning.
We surmise that this is due to the overall sparseness of the
data for German. We therefore retained pruning for En-
glish, but skipped it for German.
The optimal evaluation of thespan standardization algo-
rithm described above would be against a gold standard
corpus annotated with perfect syntax/semantics correspon-
dence. In the absence of such a corpus, we can evaluate
the algorithm only against the unchanged test data with all
its syntax/semantics mismatches. Although this will proba-
bly result in a systematic underestimation of the algorithm’s
contribution, we have repeated theargrec task on span-
standardized training English data and evaluated it against
the same test data as above. The result achieves a precision
of 0.868 (as opposed to 0.855 without standardization), i.e.
the roles assigned by the classifier tend to be more reliable.
Recall drops from 0.751 to 0.641, as was to be expected,
since the syntax/semantics mismatches in the gold annota-
tion of the test data are duplicated by the classifier.
In fact, the classifications produced the standardized and
the non-standardized classifier differed in a significant
number of cases, namely for 2,887 out of 13,396 test sen-
tences (21.6%). A manual inspection of individual differ-
ences showed that the span-standardized classifier assigns
less roles in total, but those which are assigned are gener-
ally more appropriate.

Data Acc. Baseline

English (FrameNet data) 0.932 0.888
German (Salsa data) 0.790 0.751

Table 2: FRED evaluation results: overall accuracy and
baseline

argrec arglab
Data Prec. Rec. F Acc.

English 0.855 0.669 0.751 0.784
German 0.761 0.496 0.600 0.673

Table 3:ROSY evaluation results

6.2. Qualitative Evaluation

To obtain an impression of the current state of shallow se-
mantic parsing models when applied to free text, we con-
sider a text from a rather different domain, the Bible. More
specifically, we have run SHALMANESER on the Acts of
the Apostles in the Contemporary English Version (Luke,
1995), applying the same preprocessing as before (Tree-
Tagger, TNT, Collins Parser), and using the FrameNet clas-
sifiers. Verse 1:3b, shown in Fig. 2, illustrates both suc-
cesses and problems.
With respect to accuracy, we find a large number of correct
assignments. In our example, the frame STATEMENT has
been assigned correctly, and all roles have been recognized
correctly, even the nonlocal subject. This mirrors the high
precision we find in the quantitative evaluation.
Coverage, however, is limited: we obtain on average only
3 frames per sentence, at an average sentence length of 19
words. Since many predicates are not listed in FrameNet,
they can receive neither semantic class nor roles (thepred-
icate coverage problem). In our example, at least “king-
dom” could reasonably receive a frame, and a role to model
its relation to its argument “God”.
However, even if a predicate is covered by FrameNet, there
is no guarantee that all senses are listed (thesense coverage
problem). Consider the predicate “appeared” in our exam-
ple. The sense assigned by FRED is actually not appropri-
ate: the FrameNet-frame APPEARANCErefers to situations
where some PHENOMENON exhibits properties described
through a CHARACTERIZATION, such as:

[Phen. The violins]sounded[Char. horrible].

where the “appeared” in our example has the sense “to
become apparent”, for which no frame currently exists in
FrameNet. Recent advances in recognizing missing senses
by outlier detection (Erk, 2006) provide a way of identi-
fying such cases automatically. Also, on the positive side,
even the assigned frame is very similar to the ideal frame
as we envisage it – both are perception-type frames – so
that even the misclassification of the predicate has led to
reasonable role assignment, which can form the basis for
inferences about the participants.
Another serious issue that becomes apparent in qualitative
evaluation is the treatment of multiword expressions, which
are frequent in this text, and even more frequent in news-
paper text. SHALMANESER does not support multiword
predicates at the moment, and while FrameNet lists some
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multiword expressions, it does not offer a full account of
multiword predicates in all syntactic and lexical variations.

7. Conclusion
We have presented SHALMANESER, a flexible toolchain for
the automatic assignment of senses and semantic roles to
text. SHALMANESER was designed with two main usage
scenarios in mind: on the one hand, research on the shal-
low semantic parsing task itself can use the software as a
platform that offers flexibility with respect to parsers, lan-
guages, classification paradigms, and conceptualizations of
the task. On the other hand, end users can use it “out of the
box” as a frame-semantic parser for English and German.
We hope that SHALMANESER can facilitate the further
study of practical uses of predicate-argument structure
analyses, and that it can support further theoretical inves-
tigations into semantic phenomena and how they can or
should be treated in shallow semantic representations.
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