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Introduction  
Question Answering (QA) systems (as QA track of the 
Text Retrieval conference (TREC-QA) competitions 
(Voorhees 2001) ), are able both to understand questions 
in natural language and to produce answers in the form of 
selected paragraphs extracted from very large collections 
of text. Generally, they are open-domain systems, and do 
not rely on specialised conceptual knowledge, while using 
a mixture of statistical techniques and shallow linguistic 
analysis. Ontological Question Answering systems, e.g. 
(Woods et al. 1972, Zajac 2000) attack the problem by 
using an internal unambiguous knowledge representation. 
As any knowledge intensive application, ontological QA 
systems have as intrinsic limitation the small scale of the 
underlying syntactic-semantic models of natural language. 
While limitations are well-known, we are still questioning 
if any improvement has occurred  since the development 
of LUNAR, the first ontological QA system.  Several 
important facts have emerged that could influence related 
research approaches: 
♦ a growing availability of lexical knowledge bases that 

model and structure words: WordNet (Miller 1995) 
and EuroWordNet (Vossen 1998) among others; some 
open-domain QA systems have proven the usefulness 
of these resources (e.g. Harabagiu et al. 2001); 

♦ the vision of a Web populated by “ontologically” 
tagged documents which the semantic Web initiative 
has promoted; this would require a world-wide 
collaborative work for building interrelated 
“conceptualisations” of domain specific knowledge; 

♦ the trend in building shallow, modular, and robust 
natural language processing systems (Abney 1996,  
Hobbs et al. 1996, Ait-Moktar&Chanod 1997, 
Basili&Zanzotto 2002) which is making them 
appealing in the context of ontological QA systems, 
both for text interpretation (Andreasen et al. 2002) 
and for database access (Popescu et al. 2003). 

In such a new fascinating context, we  are investigating a 
novel approach to ontology-based QA in which users ask 
questions in natural language to knowledge bases of facts 
extracted from a federation of Web sites and organised in 
topic map repositories (Garshol 2003). Our approach is 
investigated in the context of the EU project MOSES1, 

                                                      
1 MOSES is a cooperative project under the 5th Framework 
Programme. The project partners are FINSA Consulting, 
MONDECA, Centre for Language Technology, University of 

with the explicit objective of developing an ontology-
based methodology to search, create, maintain and adapt 
semantically structured Web contents according to the 
vision of the Semantic Web. The test-bed chosen in the 
project is related to the development of an ontology-based 
knowledge management system and an ontology-based 
search engine that will both accept questions and produce 
answers in natural language for the Web sites of two 
European universities. Challenges of the project are:  
♦ developing an ontological QA system;  
♦ supporting a multilingual environment which implies 

the ability to treat several languages, and, crucially, 
several conceptualisations.    

In this paper, after briefly describing how the project is 
trying to comply with the semantic Web vision, we will 
focus on question processing, and in particular on the way 
in which NLP techniques and ontological knowledge 
interact in order to support questions to specific sites or to 
site federations.  

An ontology-based approach to question 
answering 

In our ontological QA system, both questions and domain 
knowledge are represented through the same ontological 
language. QA system will be developed  in two steps: 
firstly a prototypical implementation is planned to answer 
questions related to the current “state-of-affairs” of the 
site to which the question is posed; secondly step, given a 
“federation” of sites within the same domain, we will  
investigate how to support QA across the sites. Answering 
a question can then be seen as a collaborative task among 
ontological nodes belonging to the same QA system. 
Since each node has its own version of the domain 
ontology, the task of passing a question from node to node 
may be reduced to a mapping task between (similar) 
conceptual representations. To make such an approach 
feasible, a number of difficult problems must still be 
solved. In this paper, we will provide details on how: 
♦ to build on existing ontologies by interfacing between 

them and language resources;  
♦ to interpret questions wrt the ontological language;  
♦ to model the mapping task for federated questions. 
 

                                                                                       
Copenhagen, University of Roma Tre, University of Roma Tor 
Vergata and ParaBotS. 
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Building on off-the-shelf semantic Web 
ontologies 

One of the results of the Semantic Web initiative will be 
the production of several interrelated domain-specific 
ontologies that provide the formal language for describing 
the content of Web documents. In spite of the freedom 
allowed in the production of new conceptualisations, it is 
reasonable to expect that a first knowledge representation 
jungle will leave room to a more orderly place where only 
the most widely shared conceptualisations have survived. 
This is a prerequisite for achieving interoperability among 
software agents. In view of this, and since publicly 
available non-toy ontology examples are already 
available, the effort of adapting an existing ontology to a 
specific application is both useful and possible. This 
experiment is being conducted in MOSES to treat the 
university domain.   
 
The conceptualisation of the university world provided in 
the DAML+OIL ontology library is an interesting 
representation for the application scenarios targeted in 
MOSES (i.e. People/Course/Research), and has therefore 
been used as starting point to develop the project’s 
ontologies.  Described classes and relations cover in fact, 
at least at a high level, most of the relevant concepts of the 
analysed scenarios.  The ontology has been adapted to 
develop conceptualisations for each of the two national 
university sub-systems (i.e. Italian and Danish) while 
providing additional information required for answering 
the input questions. To give an idea of the coverage 
achieved, the Danish ontology contains about 200 classes 
and 50 relations. Instances of the classes are being added 
by the project’s user groups by downloading them from 
the respective sites’ databases as well as by manually 
extracting data from the Web pages. This manually 
acquired knowledge will be used to develop machine 
learning algorithms that will allow a semi-manual 
construction of the domain knowledge. 
The first challenge deriving from having two separate 
ontologies for the same domain is the language. Whereas 
concept and relation labels in the Italian ontology are 
expressed either in English (for concepts directly taken 
from the original source) or in Italian, in the Danish 
counterpart all labels are in Danish. This means that a 
mapping algorithm making use of string similarity 
measures applied to concept labels will have to work with 
translation, either directly between the two languages 
involved, or via a pivot language like English. The goal 
would be to establish correspondences such as ‘Lektor’ ↔ 
(‘AssociateProfessor’) ↔ ‘ProfessoreAssociato’. 
Another challenge comes from the structural differences: 
not all the nodes in one ontology are represented also in 
the other and vice-versa;  moreover, nodes modelling 
concepts that seem intentionally “equivalent”, may have 
different structural placements. This is the case for the 
‘Lektor’/’ProfessoreAssociato’ pair just mentioned: in the 
Danish system, ‘Lektor’ is not a subclass of ‘Professor’, 
although associate professor is considered a correct 
translation.  
Finally, domain relations are treated somewhat differently 
in the two ontologies. In the Italian one, all relations are 
binary in keeping with the original DAML-OIL model, 
whereas the Danish ontology makes use of n-nary 

relations in the spirit of the Topic Maps (Garshol. 2003) 
formalism. 

 

Linguistic interfaces to ontologies 
 
Ontologies for the Semantic Web are written in formal 
languages (OWL, DAML+OIL, SHOE) that are 
generalisations/restrictions of Description Logics (Baader 
et al. 2003). TBox assertions describe concepts and 
relations. A typical entry for a concept is: 
 

ID Course 
Label Course 
Subclassof Work 

Table 1 A concept 
 
where ID is the concept unique identifier, label is the 
readable name of the concept,  subclassof indicates the 
relation to another class. As the label has the only purpose 
of highlighting the concept to human readers, alternative 
linguistic expressions are not represented. On the contrary, 
this piece of information is recorded in a lexical data base 
like WordNet. The problem is even more obvious when 
considering relationships.  
 

ID teacherOf 
Label Teaches 
Domain #Faculty 
Range #Course 

Table 2 A relationship 
 
In Table 2, Domain and Range contain the two concepts 
related to the described binary relation. The label 
teacherOf does not mention alternative linguistic 
expressions like: #Faculty gives #Course or #Faculty 
delivers #Course, etc. 
  
For the ontology producers, only one concept or relation 
name is sufficient. Synonymy is not a relevant 
phenomenon in ontological representations. In fact, it is 
considered a possible generator of unnecessary concept 
name clashes, i.e. concept name ambiguity.  
Conceptualisations (as in tables 1,2) are, however, 
inherently weak whenever used to define linguistic models 
for NLP applications. Interpreting questions like: 

 
(1) Who gives/teaches the database 

class/course this year?  
 
with respect to a university domain ontology means in fact 
mapping all four questions onto the concepts and relations 
in Table 2. There is a gap to be filled between linguistic 
and ontological ways of expressing the domain 
knowledge.  
In developing an ontological QA system, the main 
problem is then to build what we call the “linguistic 
interface” to the ontology, which consists of an explicit 
mapping between linguistic expressions and the concepts 
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and relationships they convey. To make this attempt 
viable, we are currently studying methods to automatically 
relate lexical knowledge bases like WordNet (Miller 
1995) to domain ontologies (Basili et al 2003a) and to 
induce syntactic-semantic patterns for relationships (Basili 
et al 2003b). In the current phase of the project, however, 
the linguistic interface is being created manually. The 
approaches used to treat the two languages differ with 
respect to both formalism and tools, as well as in the way 
in which syntactic and semantic analyses are combined. In 
both cases, however, the central aspect is the mapping 
between conceptual knowledge and alternative linguistic 
expressions in which this knowledge can be conveyed. 

Classifying questions  
 
To facilitate recognition of what are the relevant 
expressions to be encoded in the linguistic interface, the 
project’s user groups2 identified a corpus of possible 
questions in each of the two languages supported by the 
system, and classified them in co-operation with the 
system’s developers. A classification often quoted is that 
in Lauer et al.  (1992), which mainly builds on speech act 
theory. Another influential, more syntactically-oriented 
approach is that in Harabagiu et al. (2001) where to each 
syntactic category correspond one or several possible 
answer types, or focuses (a person, a date, a name, etc.).   
Several dimensions have been identified as relevant for 
MOSES and explored in “question cards” by the user 
groups: 

1. the number of sites and pages in which the 
answer is to be found. Thus, a first distinction is 
done between site-specific and federated 
questions. In the first case, analysis involves only 
one language and one knowledge domain. In the 
second, the interpretation of a question produced 
by a local linguistic analyser is matched against 
the knowledge domain of other sites; 

2. sub-domain coverage  (e.g. people, courses, 
research).  

3. format of the answer: in MOSES the answer 
consists not only of a text paragraph as in 
standard QA, but could also be composed of one 
or more instances of semantic concepts 
(professors, courses) or relations (courses being 
taught by specific professors), whole Web pages, 
tables, etc. due to the heterogeneity of 
information sources  

 
From the point of view of the linguistic analysis, however, 
syntactic category and content are the central dimensions 
of sentence classification. Syntactic categories are e.g. 
yes/no question, what-question, who-question, etc. 
Subtypes  relate to the position inside the question where 
the focus is expressed, e.g. depending on whether the wh-
pronoun is a determiner, or the main verb is a copula. The 
content consists of concepts and relations from the 
ontology, the focus constraint3 (the ontological type being 
questioned), and a count feature indicating the number of 
instances to be retrieved. Table 3 shows an example of 
                                                      
2 The University of Roma III and the Faculty of 
Humanities at the University of Copenhagen. 
3 In the sense of Rooth (1992). 

linguistic classification. For each sentence type, several 
paraphrases are described.  
 
FORM 1 
Input Hvem underviser i filmhistorie  

(Who teaches film history) 
Syntactic type Who (Hvem) 
Syntactic 
subtype 

V ≠ copula 

CONTENT  
Focus 
constraint 

Teacher 

Concepts  Faculty 
Course.Name: history of film 

Relations TeacherOf(Faculty, Course) 
Answer count List 

Table 3: Example of question classification 
 

Question analysis  
Question analysis is carried out in the MOSES linguistic 
module associated with each system node. To adhere to 
the semantic Web approach, MOSES poses no specific 
constraints on how the conceptual representation should 
be produced, nor on the format of the output of each 
linguistic module. The agent that passes this output to the 
content matcher (an ontology-based search engine) maps 
the linguistic representation onto a common MOSES 
interchange formalism (still in an early development 
phase). Two independent modules have been developed 
for Danish and Italian language analysis. They have a 
similar architecture (both use preprocessing, i.e. POS-
tagging and lemmatising, prior to syntactic and semantic 
analyses), but specific parsers. Whereas the Danish parser, 
an adapted version of PET (Callmeier 2000) produces 
typed feature structures (Copestake 2002), the Italian one 
outputs quasi-logical forms. Both representation types 
have proven adequate to express the desired conceptual 
content.  
The question analysis components have not yet been fully 
integrated within the overall system. Therefore, at the 
current stage the only possible evaluation, is an account of 
the syntactic and semantic coverage of each system in 
isolation, where coverage is defined in terms of a subset of 
the questions constructed by the user groups.  
The Italian system has been tested on a test set consisting 
of 83 questions yielding 58 (70%) semantically correct 
analyses and 21 partial analyses. Sources of complexity 
are mainly due to the presence of temporal pronouns not 
correctly handled. 
The Danish system has been tested on 85 questions, out of 
which 65 (= 76%) are correctly analysed, 3 get incorrect 
analyses and 17 get no analyses. The fact that 17 questions 
yield no analysis is due to lack of grammatical coverage 
concerning genitives, complex nominal heads, split NPs 
and relative clauses without relative marker. Unlike the 
Italian system, the Danish one doesn’t have a robustness 
mechanism outputting partial analyses at the moment. The 
plan is to use POS-tags along with dictionary and 
thesaurus look-up in order to produce fragmented output 
for further use in the search process. 
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Analysis of Italian questions 
Analysis of Italian questions is carried out by using two 
different linguistic interpretation levels. The syntactic 
interpretation is built by a general purpose robust syntactic 
analyser, i.e. Chaos (Basili&Zanzotto 2002). This will 
produce a Question Quasi-Logical Form (Q-QLF) of an 
input question based on the extended dependency graph 
formalism (XDG) introduced in (Basili&Zanzotto 2002).  
In this formalism, the syntactic model of the sentence is 
represented via a planar graph  where nodes represent 
constituents and arcs the relationships between them. 
Constituents produced are chunks, i.e. kernels of verb 
phrases (VPK), noun phrases (NPK), prepositional 
phrases (PPK) and adjectival phrases (ADJK). Relations 
among the constituents represent their grammatical 
functions: logical subjects (lsubj), logical objects (lobj), 
and prepositional modifiers. For example, the Q-QLF of 
the question 
 
(2) Chi insegna il corso di Database? 
 (Who teaches the database course?) 
 
is shown in Figure 1.  

 
 lsubj lobj di 

NPKNPK VPK PPK 
[Chi] [insegna] [il corso] [di Database][?]

 

Figure 1 A Q-QLF within the XDG formalism 
 
Then a robust semantic analyser, namely the Discourse 
Interpreter from LaSIE (Humphreys et al. 1996) is 
applied.  

 

Events 
Objects 

Domain 
Concept  

Hierarchy 
WN1.6:EWN 

Base Concepts

 

Figure 2 The world model taxonomy 
An internal world model has been used to represent the 
way in which the relevant concepts (i.e. objects) and 
relationships (i.e. events) are associated with linguistic 
forms (see Figure 2).  Under the Objects node, concepts 
from the domain concept hierarchy are mapped onto 
synsets (sets of synonyms) in the linguistic hierarchy 
EWN (i.e. the EuroWordNet.base concepts). This is to 
guarantee that linguistic analysis is carried out using 
already existing general lexical knowledge. 
The association of objects and events with linguistic forms 
is used in matching rules as shown in Figure 3. The rule 
expresses the fact that, if any of the words tenere, 
insegnare or fare is encountered in relation with a 

human_1 (represented by the base concept ewn4123) and 
the word education_1 (ewn567704),  the relation 
teacherOf can be induced.  
 
TEACH_EVENT ==> teach_course. 

teach_course ==> tenere v insegnare v fare. 
 
props(teach_course(E),[ 
 (consequence(E, 
 [relation(E,teacherOf),r_arg1(E,X),r_arg2(E,Z)] ):- 
  nodeprop(E,lsubj(E,X)),  

X <- ewn4123(_), /* human_1 */ 
  nodeprop(E,lobj(E,Z)),  

Z <- ewn567704(_)  /* education_1 */ 
 )]). 
 

Figure 3 Example of syntactic-semantic 
interpretation rule 

 
The analysis resulting for sentence (2) is then: 
 

focus(e2), 
relation(e1,teacherOf), 
r_arg1(e1, person_dch(e2)), 
r_arg2(e1,course_dch(e3)), 
relation(e4,hasSubject), 
r_arg1(e4, course_dch(e3)), 
r_arg2(e4,topic_dch("Database")). 

 
 
This means that the user is interested in a person, the 
entity e2 of the class person_dch, that is in a relation 
teacherOf with the entity e4 (instance of the class 
course_dch), that is in turn related by hasSubject with 
the topic (i.e. topic_dch) “Database”. This result can be 
passed on to the content matcher. 
 

Analysis of Danish questions  
 
Danish linguistic analysis consists of a preprocessing and 
a parsing step. The job of preprocessing is to prepare the 
linguistic input for semantic parsing by applying a number 
of shallow NLP techniques: tokenisation, named entity 
recognition, part-of-speech tagging and lemmatisation.  
The parser builds a semantic representation of the input in 
terms of semantic relations among domain concepts.  
 
The parser uses a typed-feature structure formalism very 
similar to that of Head-Driven Phrase Structure Grammar 
(Pollard & Sag, 1994) which has the central characteristic 
of being able to conflate syntactic and semantic 
information in one and the same feature structure 
representation. In other words, rather than producing a 
syntactic structure (a parse tree) first, and then the 
semantic representation corresponding to this structure as 
done in many other systems (e.g. in the Italian analysis), 
here syntax and semantic analysis proceed in an integrated 
fashion, and yield a unified output result. This strategy 
ensures that the parser does not produce syntactic 
structures that are not semantically well-formed. Only the 
semantic part of the result is sent on to the content 
matcher. An example are the semantics produced for the 
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Danish equivalent of “Who teaches database theory at the 
faculty of humanities?” (Danish conceptual labels have 
been replaced by English ones throughout this section): 
   

(3) [FOCUS-CONST #1: Faculty 
 COUNT: all  
 LOA         <   CourseOffer 
                    [COURSE   #2: Course 
                       TEACHER  #1: Faculty  
                      PROVIDER: FacultyOrg 
                                 [NAME "Humanities"]]  
   CourseSubject 
                    [SUBJECT: Subject 
                                 [NAME  
                                    "databaseTheory"]  

          WORK    #2: Course]  > ] 
 
The value of the attribute FOCUS-CONST indicates the 
class to which the instances we are looking for belong, 
here the class of university teachers (Faculty). The index 
“#1” shows that the teacher in focus plays the TEACHER 
role in the relation CourseOffer. The value of COUNT 
indicates that we want all relevant instances. LOA (List 
Of Associations) is a list of relations expressing 
constraints on the instances to be found. In this case, the 
teacher must be related to a course as well as the Faculty 
of Humanities via a CourseOffer relation, and the subject 
of this same course (Course #2) must be “Database 
Theory” as expressed by the relation CourseSubject. 
 
The domain concepts and relations are part of the type 
system available to the parser, which also contains 
syntactic types (such as ‘verb’, ‘head’, ‘interrogative 
clause’), grammar rules (‘head-complement-rule’), lexical 
types (‘active-verb’) and lexical entries.  
 
The mechanism that drives the construction of the desired 
semantic representation relies on a combination of 
syntactic and semantic constraints. Some of these 
constraints – both syntactic and semantic ones – are quite 
general and therefore domain independent. For example, 
in a Danish yes-no question the finite verb always precede 
the subject, and an interrogative pronoun constrains the 
number and type of the instances in focus. Other are more 
tightly associated with specific words, and are expressed 
in the system’s lexicon. A straightforward example is 
universitet (university), the content of which is a nominal 
object restricted to being of type ‘University’, which is a 
concept in the concept hierarchy. (Syntactic features are 
largely omitted here). 
 
(4) universitet_1 := lex-phrase & 

[ORTH  "universitet", 
       SYNSEM.LOC 
         [CAT.HEAD noun, CONT nom-obj &  
                [RESTR University] ] ]. 
 
A more complex example is that of a deverbal noun like 
undervisning (teaching), which contains a mapping 
between the two syntactic arguments and semantic roles in 
the appropriate relations (#arg1, #arg2 and #course are 
variable names): 
 
(5) undervisning_1 := lex-phrase & 

[ORTH  "undervisning" , 
   SYNSEM.LOC 
                    [ARG-ST <  
                        [LOC.CONT #arg1], 
                       [LOC.CONT #arg2] >, 
                     CONT verb-obj &   
                        [LOA < CourseOffer & 
         [ TEACHER #arg1, 
                       COURSE #course ], 
                      CourseSubject & 
        [ WORK #course, 
                                   SUBJECT #arg2 ]>] ] ]. 
 
The lexicon entry of the verb undervise (teach) contains 
very similar information  to account for different versions 
of questions revolving around the same content, modelled 
by the CourseOffer relation:  
 
(6) Hvem har undervisning i filmhistorie? 
 (Who does teaching in film history?) 

Hvem underviser i filmhistorie? 
 (Who teaches film history?) 
 
Although expressed in a different formalism and directly 
integrated in the lexicon, the kind of mapping described 
here is essentially the same done in the Italian system by 
means of mapping rules. 

Treating federated questions  
A further research step is the extension of this approach to 
question analysis in order to manage federated questions. 
A possible solution would be sending the natural language 
question to several nodes and let each node interpret it 
against its own domain knowledge. This is unfeasible in a 
multilingual environment. The solution we are 
investigating is based on the notion of ontology mapping.  
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(Faculty) 

Professorat 
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Lektor 
(Associate 
Professor) 
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(Assistant 
 Professor) 

 
… 

Professor 
(FullProfessor) 

GæsteProfessor 
(GuestProfessor)

Faculty 

Professore 
(Tenured 
Professor) 

TitolareCorso 
(Teaching 
Assistant) 

Ricercatore 
(Research 
Assistant) 

 
… 

ProfessoreAssociato 
(Associated 
Professor) 

Ordinario 
(FullProfessor) 

 

Figure 4: The “Faculty” Danish and Italian sub-ontologies 

 
Let us consider the case of a student questioning   not only 
the Danish but also the Italian site (by selecting specific 
modalities for entering questions):  
 
(7) Hvem er lektor i fransk? 

(Who is associate professor of French?) 
 
As the question is in Danish, it has to be analysed by the 
Danish analysis component, which will produce a 
semantic interpretation roughly corresponding to the 
following term: 
 
(8) all(x) (lektor(x) & CourseOffer(x,y) & 

Course(y) & Name(y, French))4 
 
Since all concepts and relations come from the Danish 
ontology, it is not a problem to query the Danish 
knowledge base for all relevant examples. In order to 
query the Italian knowledge base, however, equivalent 
concepts and relations must be substituted for those in the 
“Danish” interpretation. The corresponding Italian 
representation is: 

                                                      
4 All concepts and relations will in fact be expressed in Danish. 
Here, to facilitate non-Danish readers, we are using English 
equivalents with the exception of the concept ‘Lektor’  under 
discussion. 

 
(9) all(x) (ProfessoreAssociato(x) & 

TeacherOf(x,y) & Course(y) &   
Subject(y, French)) 

 
The first problem is establishing a correspondence 
between ‘lektor’ and ‘ProfessoreAssociato’, which are not 
structurally equivalent (Fig. 4). As suggested in 
(Pazienza&Vindigni 2003, Medche&Staab 2001), 
equivalence relations must be established by considering 
is-a structures and lexical concept labels together. In the 
example under discussion, an initial equivalence can be 
posited between the top nodes of the two ontology 
fragments, since they both refer explicitly to the original 
DAML+OIL ontology via a sameAs relation. However, 
none of the concept labels under ‘Faculty’ in the Italian 
ontology are acceptable translations of ‘Lektor’, nor do 
any of the nodes refer to common nodes in a common 
reference ontology. Thus, the matching algorithm must 
search further for en equivalent concept by considering 
possible translations of concept labels and testing the 
relations that equivalence candidates participate in. 
Distance from a common starting node, lexical 
equivalence and occurrence in similar relations are all 
constraints to be considered. 
The same problem of finding a correct mapping exists for 
the relations. In this case, we must be able to discover that 
CourseOffer and TeacherOf  represent the same relation. 
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For instance, we can rely on the fact that they have both 
two roles, and the concepts filling these roles, Faculty and 
Course (or rather the Danish and Italian equivalent 
concepts) correspond. Discovering similarities between 
relations, however, may be a much more complex task 
than shown in this example. In general, it presupposes the 
ability to map between concepts. 

Conclusion  
Our focus in this paper has been, in the context of 
ontology-based QA, to discuss how to interface between 
ontology and linguistic resources on the one hand, and 
ontology and natural language questions on the other 
while remaining within a unique framework. An 
interesting issue in a multilingual environment is how to 
support questions to federation of sites organised around 
local ontologies.  We have begun to address this issue in 
terms of ontology mapping.  Specific algorithms for 
machine learning and information extraction have also 
been identified and are under development. 
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Abstract
This paper discusses the creation of terminologies, ontologies, and annotations when publishing semantic web content. The problem
is approached by presenting the content creation processes of the semantic portal MUSEUMFINLAND that is intended for publishing
collections of Finnish museums on the web.

1. Introduction
The key idea of the Semantic Web (Berners-Lee et al.,

2001) is to annotate web resources with machine inter-
pretable metadata. Based on the metadata, intelligent ap-
plications such as semantic portals (Maedche et al., 2001)
can be created. Metadata creation includes two major parts.
First, the ontologies (Fensel, 2004) and vocabularies used
as the basis in metadata descriptions are defined. Second,
the web resources are annotated with metadata conforming
to the definitions.

A crucial question for the breakthrough of the Seman-
tic Web approach is how easily the needed metadata can be
created. Annotating data by hand is laborious and resource-
consuming and usually economically infeasible with larger
datasets. Automation of the annotation process is there-
fore needed. This paper addresses the problem of meta-
data creation for the Semantic Web through a real life case
study. We describe the content creation process developed
for the MUSEUMFINLAND1 (Hyvönen et al., 2004a) se-
mantic portal. This application publishes cultural collec-
tion data from several heterogeneous distributed museum
databases in Finland. We describe what kind of data is
needed in bringing the heterogeneous cultural collections
into one uniform semantically linked WWW space and fo-
cus on how this process can be done with minimal human
intervention.

2. Specification for Content Need
MUSEUMFINLAND provides the user with two ser-

vices: 1) a multi-facet (Pollitt, 1998; Hearst et al., 2002)
search engine based on ontologies and 2) a recommenda-
tion system for semantic browsing2.

In order to provide the semantically interlinked and
machine understandable inter-museum exhibition and the
facets underlying the services, four kinds of content cre-
ation processes are needed:

1. Ontology Creation. The core of the system is the set of
seven domain ontologies listed in table 1.

2. Terminology Creation. The museums have heteroge-
neous contents and use different vocabularies, so a

1http://museosuomi.cs.helsinki.fi
2The idea of these services is explained in (Hyvönen et al.,

2004b).

term ontology is needed to define linguistic words and
expressions and their relation to ontological concepts.
A separate term ontology makes MUSEUMFINLAND

flexible with respect to variance in terminologies used
at different museums and by different catalogers. The
museums can keep their local terminological conven-
tions as long as they tell the meaning of their own
terms by a (URI) reference to the ontologies.

3. Annotation Creation. During the annotation creation
process the data from the museum databases is an-
notated semantically. The process makes the hetero-
geneous collection data syntactically and semantically
interoperable.

4. Recommendation Creation. Rules that define more as-
sociative relations between different metadata items
need to be created. These rules are based on the do-
main ontologies, the collection item annotations, and
expert knowledge.

Figure 1 depicts the corresponding content creation pro-
cesses in MUSEUMFINLAND. The final result of the pro-
cess is the MUSEUMFINLAND RDF(S)3 Knowledge Base.
It consists of the ontologies, the annotated collection data,
and an additional Rule Base that is used for enriching the
metadata. With the rules new implicit relations are inferred
from the explicit metadata.

In the following the sub-processes of figure 1 are ex-
plained in more detail.

3. Ontology Creation
In the ontology creation process, three main methods

were needed: manual editing, thesaurus transformation,
and ontology population. These methods are discussed
next.

3.1. Manual Editing

Ontologies are typically created or enhanced by hand
using an ontology editor. This is feasible, e.g., with small
ontologies, semantically complex ontologies, or if there
are no thesauri or other data repositories available for

3http://www.w3.org/RDF/, http://www.w3.org/2000/01/rdf-
schema
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Ontology Content Classes Instances

Artifacts Classes for tangible collection objects 3227 0
Materials Substances that the artifacts are made of 364 0
Situations Situations, events, and processes in the society 992 0
Actors Persons, companies, organization, and other active agents 26 1715
Locations Continents, countries, cities, villages, farms etc. 33 864
Times Eras, centuries, etc. as time intervals 57 0
Collections Museum collections included in the system 22 24

Table 1: Ontologies in the MUSEUMFINLAND portal.

View category View Underlying ontology

Object Object type Artifacts
Material Materials

Creation Creator Actors
Location of creation Locations
Time of creation Times

Usage User Actors
Location of usage Locations
Situation of usage Situations

Museum Collection Collections

Table 2: View facets in the MUSEUMFINLAND portal.

computer-based ontology creation. In our case, the Col-
lections ontology classifying the collections in MUSEUM-
FINLAND and the Times ontology that represents a taxon-
omy of different time eras and periods by time intervals
were created in this way. All ontologies have been en-
hanced manually to some extent even if much of the cre-
ation work could be automated. In this work the Protégé-
20004 editor with its RDF plug-in was mostly used.

3.2. Thesaurus Transformation

Controlled vocabularies and thesauri are usually used
when indexing collection items in a database. A thesaurus
employs a small number of relationships to organize the
terms, such as those listed in table 3 (Foskett, 1980). Also
references to synonyms, antonyms, and homonyms may be
explicitly presented.

In Finland, the most notable and widely used thesaurus
for cultural content in Finnish is MASA (Leskinen, 1997)
maintained by the National Board of Antiquities5. MASA
consists of over 6000 terms and employs the relational
structure of table 3. This repository was available as a
database and its terms could be used as a basis for creat-
ing ontologies.

When transforming a thesaurus into an ontology, the
NT/BT relations can be used as a first approximation for
the subsumption taxonomy. However, lots of manual cor-
rections are needed for several reason. First, the semantics
of the NT/BT relation typically includes different forms of
both hyponymy and meronymy, which may not be desir-
able. Second, the relations are often defined locally without
considering a larger global context. For example, the entry
Make-up mirror can be a narrower term (NT) of Mirror and

4http://protege.stanford.edu
5http://www.nba.fi

the entry Mirror can be a narrower term of Furniture. How-
ever, one should not infer from this transitively that a make-
up mirror is a piece of furniture like one could with a proper
subsumption (subClassOf) hierarchy. Third, the NT/BT re-
lations are not systematically developed in thesauri. For
example, in the case of MASA it turned out that there were
about 2600 roots that had no broader term among the 6000
terms. The thesauri may also contain some errors that have
not been detected by the term bank system used for editing
the thesaurus. In our case, some missing reciprocal links
and even circularity in the NT/BT relation was detected.

MASA thesaurus was transformed into a new taxo-
nomic ontology called MAO in three steps:

1. A meta-level for MAO-ontology was created using
Protégé-2000. This meta-level consists of meta-
classes that describe the properties of the ontologi-
cal classes to be created as MAO-classes. The meta-
properties fall into two categories: 1) Semantic rela-
tions of the thesaurus as they are, such as BT, NT,
etc. 2) Metadata documenting the meaning and cre-
ation history of the classes, such as creator, date-of-
creation, etc.

2. An RDF Schema structure conforming to the RDFS
representation conventions of Protégé-2000 was cre-
ated automatically from the database. This structure
represented the entries of the thesaurus as classes orga-
nized into an initial subClassOf taxonomy correspond-
ing to the NT/BT relation.

3. A human editor, museum curator, edited the hierar-
chy further with Protégé-2000 into a proper taxonomy
by introducing new concepts and by re-organizing the
classes. Some 600 new classes were created during
this phase.
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Figure 1: Content creation process in MUSEUMFINLAND.

Symbol Relationship

USE Equivalent to ”see” reference
UF Use for, reciprocal of USE
SN Scope note
BT Broader term, in a hierarchical array
NT Narrower term, in a hierarchical array; the reciprocal of BT
RT Related term, expressing any useful relation other than BT/NT

Table 3: Typical relationships and their symbols used in thesauri (Foskett, 1980).

The transformation in step (2) can be done easily by
an algorithm that created RDF(S) classes for thesaurus en-
tries and an initial subsumption hierarchy. For each entry
a term card mapping the term to a class URI on the on-
tology was created. Obsolete terms identified by the USE
property were omitted from the taxonomy in order to pre-
vent creation of multiple classes for a single concept. How-
ever, term cards were created for these entries since obso-
lete terms are encountered in databases that have evolved
during long time periods, and thus need to be mapped on
ontology concepts.

In this way, three domain ontologies, Artifacts, Mate-
rials, and Events in table 1 emerged as sub-ontologies of
MAO. These ontologies were later on extended based on
collection item data from the collections of the National
Museum6, Espoo City Museum7, and Lahti City Museum8.

3.3. Ontology Population
By ontology population we refer to a process, where

the class structure of the ontology already exists and is ex-
tended with instance data (individuals). This can be done

6http://www.nba.fi
7http://www.espoo.fi/museo/
8http://www.lahti.fi/museot/

either by a computer or by a human editor. In our case, the
Actors and Locations ontologies in table 1 were created in
this way by a semi-automatic process.

The class structure of the Locations ontology is small
and could be created by hand. The main content in the
ontology is its individual location instances (e.g., Helsinki
or Finland) and their mutual meronymy relations (e.g.,
Helsinki is a part of Finland). An initial set of individ-
ual countries and cities (a couple hundred individuals) was
generated automatically from official data sources, such as
the list of Finnish cities and counties. However, most of
the instance data had to be populated from the collection
databases, since the museum databases include specific lo-
cation information — for example specific estates or his-
toric locations — that were not available in the official
data sources. For these locations some meronymy relations
could be identified automatically. This is because many col-
lection data entries contain both a general and a more par-
ticular location term (e.g., Paris in Texas or Paris in France),
from which the meronymy relation could be deducted. For
ambiguous location names, the rdf:type and part-of proper-
ties had to be edited by a human editor.

As in Locations, the class structure of the Actors on-
tology is small (Person, Company, etc.) and could be cre-
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ated by hand. Most of the resources in the ontology are
instances, such as particular persons. The individuals were
populated from the databases. In some cases, the class of
the instance could be deduced from the original data. If
not, the computer made a guess and let the human editor
check the result. For example, it may be known that a cer-
tain string, say “John Doe”, is a person’s name but the sex
has not been represented explicitly. The computer can then
create an instance of class Person and let the editor change
the class to either Woman or Man.

4. Terminology Creation
A thesaurus organizes words. This is in contrast with

conceptual ontologies that organize concepts underlying
the words. For example, a single conceptual ontology can
manifest itself as a set of thesauri in different languages. An
ontology is — in principle — language independent in na-
ture, but in practice many concepts are language dependent.
The distinction between terms and concepts has many prac-
tical consequences also within one language. It is possible
to define and use different terminologies as long as a map-
ping from the terms to concepts is provided. In this way, for
example, old collection metadata containing obsolete terms
can be used and different terminologies of different muse-
ums and of different persons can be made interoperable.

In MUSEUMFINLAND a terminology is represented by
a term ontology, where the notion of the term is defined by
the class Term. The class Term has the properties of table
4. They are inherited by the term instances, term cards. A
term card associates a term as a string with an URI in an on-
tology represented as the value of the property concept.
Both singular and plural forms are stored explicitly
for two reasons. First, this eliminates the need for Finnish
morphological analysis that is complex even when making
the singular/plural distinction. Second, singular and plural
forms are used with different meaning in Finnish thesauri.
For example, the plural term “operas” would typically refer
to different compositions and the singular “opera” to the ab-
stract art form. To make the semantic distinction at the term
card level, the former term can be represented by a term
card with missing singular form and the latter term with
missing plural form. Property definition is a string
representing the definition of the term. Property usage is
used to indicate obsolete terms in the same way as the USE
attribute is used in thesauri. Finally, the comment property
can be filled to store any other useful information concern-
ing the term, like context information, or the history of the
term card.

A terminology ontology is represented by a Protégé-
2000 project that consists of the Term class as an RDF
Schema, term instances in RDF, and the referenced on-
tology represented as an included project. Three different
methods were used in terminology creation:

1. Manual development

The terminology ontology can be enhanced and new
individual terms created by hand with the ontology ed-
itor.

2. Thesaurus to taxonomy transformation

New term instances can be created when transform-
ing a thesaurus into an ontology. Here a term card
for each thesaurus entry is created and associated with
the ontology class corresponding to the entry. For ob-
solete terms, the associated ontology resource can be
found by the USE attribute value. For entries in singu-
lar form (e.g., abstract concepts such as “opera” and
materials) the plural form is empty. For those entries
in plural form whose singular form represents some
other concept, the singular form should be empty. For
other entries, both singular and plural forms are cre-
ated. The morphological tool MachineSyntax9 was
used for creating the missing plural or singular forms
for the term cards.

3. New term generation

New term cards are created automatically for unknown
terms that are found in artifact record data. The cre-
ated term cards are automatically filled with contex-
tual information concerning the meaning of the term.
This information helps the human editor to fill the
concept property. For example, assume that one has
an ontology M of materials and a related terminology
T. To enhance the terminology, the material property
values of a collection database can be read. If a mate-
rial term not present in T is encountered, a term card
with the new term but without a reference to an on-
tological concept can be created. A human editor can
then define the meaning by making the reference to the
ontology.

Figure 2 depicts the general term extraction process in
MUSEUMFINLAND. The process involves a local process
at the museum and a global process at MUSEUMFINLAND.
There are four different term ontologies: one for terms re-
lated to MAO concepts, one for Locations, one for Actors,
and one for Collections. For the museum side, we created
a tool called Terminator. It extracts individual term candi-
dates from the collection data records. A human editor an-
notates ambiguous terms or terms not known by the system.
The result is a set of new term cards. This set is included in
the museum’s local terminology and terms of global inter-
est can be included in the global terminology of the whole
system for other museums to use.

The global terminology consists of terms that are used
in all the museums. It reduces the workload of individual
museums, since these terms need not be included in local
terminologies. The local term base is important because it
makes it possible for individual museums to use and main-
tain their own terminologies.

The global term base can be extended when needed. For
example, when creating new terms, it may occur that there
is no appropriate concept in the ontologies that a new term
can be associated with. In this case, the term is associ-
ated with a more general concept and a suggestion is made
to MUSEUMFINLAND for extending the ontology later on
with a more accurate concept.
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Property Meaning

singular Singular form of the term as a string
plural Plural form of the term
concept URI of the concept in an ontology
definition Definition of the term or info from a data source
usage Value that tells whether the term is obsolete or in use
comment Any additional information concerning the term

Table 4: Term card properties.

Figure 2: Creating new term cards in MUSEUMFINLAND.

Figure 3: Transforming museum collection data from
database into RDF.

5. Annotation Creation
Figure 3 depicts the process of transforming collection

data records into RDF format in MUSEUMFINLAND. The
first step towards semantic inter-linkage is to attain syntac-
tic interoperability among all the collections. This is done
by transforming the collections into XML that is shared
by the co-operating museums. As the database schemas
of museums are not conforming, the XML card lets every
museum to decide which of their database fields to use in
filling the XML cards.

Next, the XML is transformed into the final RDF meta-
data form used by the portal. The RDF conforms to the
RDF Schema ontologies of table 1, which guarantees se-

9http://www.conexor.fi/m syntax.html

mantic interoperability. The XML to RDF transformation
is essentially based on the terms cards by which string val-
ues at the XML level, such as “Finland”, are transformed
into corresponding concept URIs of the ontologies, such
as http://www.fms.fi/locations#Finland. A
semi-automatic tool called Annomobile has been imple-
mented to perform the transformation. The XML to RDF
process is discussed and its algorithm is described in more
detail in (Hyvönen et al., 2003).

The XML to RDF transformation cannot be done fully
automatically due to unknown and homonymous terms.
The problem of unknown terms can, in principle, be solved
by generating all needed term cards before running the
XML2RDF transformation. The problem of homonymous
terms occurs when there are homonyms within the con-
text of a data field (e.g., material, location, etc.) each of
which refers to one domain ontology (Material, Location,
etc.). Homonymous terms that belong to different domains
(e.g., term “Malmi” that refers to both a material and a loca-
tion concept) can be distinguished without human interven-
tion. Our first experiments indicate that, at least in Finnish,
homonymy typically occurs between terms referring to dif-
ferent domain ontologies, and the problem of semantic dis-
ambiguation is smaller than initially expected. For exam-
ple, there are only 29 homonyms in the MAO ontology cor-
responding to 0,8% of the total number of classes in MAO.
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6. Discussion
6.1. Contributions

This paper presented an overview of the content cre-
ation process for the Semantic Web portal MUSEUM-
FINLAND. The process was evaluated through a real life
case and was found to be useful in many ways:

Terminological interoperability. The terms used in dif-
ferent organizations by different catalogers can be
made semantically interoperable mapping the terms
onto common shared ontologies.

Terminology sharing. Terms that are commonly used in
all the museums can be shared by all the museums,
which lowers the number of local terms needed.

Ontology sharing. Ontologies provide means to make ex-
act references to the external world. For example, the
Locations ontology and Actors ontology are shared by
the museums in order to make correct and interopera-
ble references.

Automatic content enrichment. Artifact descriptions can
be annotated semi-automatically based on term on-
tologies. In addition, ontological class definitions,
rules, and consolidated metadata enrich collection data
semantically.

As far as we know, MUSEUMFINLAND is the first sys-
tem to provide semantical interoperability and enrichment
across several heterogeneous museum collections.

6.2. Related Work

The idea of annotating cultural contents in terms of
multiple ontologies has been explored, e.g. in (Hollink
et al., 2003). Other ontology-related approaches used
for indexing cultural content include Iconclass10 (van den
Berg, 1995) and Art and Architecture Thesaurus11 (Peter-
son, 1994).

Computer-based ontology creation and ontology popu-
lation can be done using domain texts as discussed, e.g., in
(Velardi et al., 2001). Mining of taxonomic relations and in-
stances from text is more error prone but obviously feasible
if no other data is available. Our approach of using data-
to-be-annotated as the source for ontology population en-
sures that we create only the instances actually needed. The
transformation process of thesauri into semantic web on-
tologies has been discussed also in (Wielinga et al., 2004).

6.3. Further Research

Practical problems were encountered when transform-
ing the database contents into RDF. For example, the mu-
seum collection data used as the input for Annomobile in-
cludes not only terms, but also complex phrases and free
text, such as the value “case: case for a prize spoon, com-
petition at Salpausselka, 1924, 10 km skiing”. To handle
such descriptions, the free text and complex phrases were
tokenized into words and phrases which were then inter-
preted as keywords. This approach works, when term cards

10http://www.inconclass.nl
11http://www.getty.edu/research/conducting research/vocabularies/aat/

with ontological links are created from these keywords, and
the idea was adopted in both Terminator and Annomobile.
The drawback here is, that if the vocabulary used in the free
texts is large, also the number of new term cards and thus
also the manual workload in their annotation will be high.
In MUSEUMFINLAND the keyword approach was feasible,
since the number of new terms created decreased consider-
ably after the initial term creation phase.

The annotation process cannot be fully automated due
to homonymy. This problem is most severe in free text
fields, since they are most prone to consist of conceptu-
ally general data where disambiguation cannot be based
on the facet/ontology to which the text field is related. To
solve this problem completely, museum cataloging systems
should be enhanced with support for ontology-based index-
ing.

In the near future we plan to extend the collections of
MUSEUMFINLAND with new kinds of ontologies and con-
tent, such as paintings and graphics from the Finnish Na-
tional Gallery. Our goal is to show that RDF can be used as
the basis for making very different kind of contents seman-
tically interoperable.
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Abstract 
In this paper, we address the problem of proper noun thesaurus 
as resource for document retrieval and question-answering tasks. 
Firstly, as an example of the usefulness of a knowledge on 
proper nouns, we show that using geographical named entity 
detection helps to improve document retrieval. Then, we analyze 
the benefit that could be drawn form using thesaurus as source of 
answer and as help in order to find answers. Finally, we tackle 
some problems related to the use of a thesaurus such as WordNet 
and what are the drawbacks when trying to augment it. 
 

1. Introduction 
From the beginning of automatic Document Retrieval 
(DR), researchers have tried to use thesaurus. But results 
were often disappointing, from Salton (1968) to Voorhees 
(1994). Many criticisms have been made of WordNet for 
instance. Even papers reporting better results using 
thesaurus (Loupy & El-Bèze, 2002) have only slight 
improvements. These one not really justify the cost of a 
thesaurus for general language. On the other hand, 
knowledge on proper nouns can be very effective for 
document retrieval (Frid et al., 1997). More precisely, 
geographical information can improve performances. This 
kind of information brought an improvement of more than 
11 points for a TREC query (Loupy & El-Bèze, 2002). 
We evaluated more precisely the contribution of proper 
noun knowledge on Amaryllis, a TREC-like evaluation 
for French (see Section 2).  
On an other level, proper name thesaurus can be used for 
question-answering systems (Mann, 2002). It can 
contribute at different steps while searching the answers, 
especially in the case of factual questions. This point of 
view and the addition of 130.000 proper nouns in the 
WordNet hierarchy are presented in section 3. 

2. Thesaurus for document retrieval 
Classical TF-IDF term weighting method has been widely 
used in the last decade for document indexing. The term 
weight is defined according to its frequency within a 
document (TF) and according to the number of documents 
in which it appears (IDF). When querying a search engine, 
the same term weighting is applied to the query. However, 
the TF is usually equal to one in queries. Then, the term 
weighting is only based on IDF. Although two query 
terms can have the same IDF, they might not necessarily 
have the same weight in a semantic point of view.  
The following query is an example extracted from the 
Amaryllis corpus, the French evaluation campaign on 
document retrieval systems. 

"Les troubles politiques et civils au Sénégal en 1993" 
(Political and civil unrest in Senegal in 1993) 

  
Three different parts can be distinguished in this sentence 
that can be associated to three “types of semantic”. The 
first part is composed from the terms “troubles politiques 
et civils”. It can be classified as “pragmatic semantic” 
(based only on word meaning) because of the nature of 
the words. The second part, Senegal, has a geographical 
semantic. The last part, composed by date 1993, can be 
classified as temporal semantic. The query can be 
interpreted as an event occurring in a place at a given 
time. As for the event, it can have many variations 
(synonym and structure). For its part, the term Senegal has 
more importance in the query and is more likely to be 
present under this form in the documents. The date also 
has a great importance, because it restricts documents on a 
temporal window. In order to answer the query, the 
documents must contain the date 1993 or have to be 
published at this date. The date of publication is usually 
difficult to catch for Internet based documents, but easily 
extractable from meta-data when dealing with newspaper 
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articles (like within the Amaryllis campaign (Coret et al., 
1997)). 
The tests made with Sinequa’s search engine on the 
Amaryllis corpus (about 11 000 newspaper articles from 
Le Monde) show benefits from distinguishing 
geographical and temporal semantics in queries. Actually, 
when we force the presence of place and time entities in 
the answering documents, an average precision gain of 
20% can be observed at 5 documents (precision for the 
top 5 documents returned). Figure 1 shows precision 
according to the number of document retrieved when 
using (or not) thesaurus for geography. At 5 documents, 
we observe a 20 points gain using geographical thesaurus 
(Geography) over baseline (Base). For this test, every 
time a location occurred in a query, this one, or one of its 
hyponyms, was required to be present in the returned 
documents. 

However, it is sometime necessary to take care of the 
syntactic structure of query. Although the sequences “in 
France” and “of France” contain the same geographical 
term, they are semantically distinct. The first sequence 
relates an event occurring in France. But the term can be 
replaced by one of its hyponyms in documents answering 
the question (Paris, Marseille, Normandy…). As for the 
second sequence, the term France is more likely to appear 
in answers because it does not refer to a geographical 
place, but to a political group. As an example, a query 
“population of Germany” will require the presence of 
Germany or one of its related terms (e.g. German 
population) because we are searching how many people 
live there. On the other hand, a query “population in 
Germany” will probably refer to the type of population the 
country is composed of. Then, it is necessary to use 
hyponyms of the country name Germany in order to 
retrieve documents talking about the population 
composition in different länders (states). 
In most case, proper nouns are detected using capital 
letters (Liddy, 1998). Nevertheless, case is not always 
respected, especially in queries. Relying on thesaurus can 
significantly help in detecting proper names and thus, can 
be used to modified the term weighting.  

3. Thesaurus for Question Answering systems 
If it is not clear whether a thesaurus can help document 
retrieval system or not, most of the Question-Answering 

(Q&A) systems use them for TREC evaluation. Firstly, 
thesaurus like knowledge is necessary in order to 
recognize named entities. Secondly, a thesaurus is a 
specific knowledge base that can be very useful in a Q&A 
system.  

3.1 Named entities recognition 
Most of the questions in the past TREC campaigns were 
factual ones, requiring a named entity  (person, country, 
city, etc.) or a numerical entity (date, measure, etc.) for 
answer. For this purpose, we developed an entity 
recognition system in English. It is based on a series of 
transducer using lexical information as well as semantic 
clues. In the framework of EQueR1 (a TREC-like 
environment for Q&A evaluation), we had to redevelop 
those transducers for French. This last is more complete 
than the English one, because it enables the recognition of 
83 kinds of entities versus 32 for English language. 
A lot of transducers need lists of words with certain 
properties. For instance, you need a list of first names in 
order to recognize names of persons. A list of titles and 
particles can also be used. In the system we developed, 
these information are placed in a thesaurus-like hierarchy. 
About 30 lists were added for that purpose.  

3.2 Thesaurus as knowledge base 
There are two main uses of a thesaurus as a knowledge 
base. Firstly, a thesaurus can be used in order to verify if a 
potential answer corresponds to what is needed. For 
instance, if the question is “what is the fastest animal?”, a 
system could hesitate between “cheetah” and “Ferrari” (an 
automatic system can be mistaken). If the thesaurus 
confirms that a “cheetah” is an animal and “Ferrari” a car, 
the wrong answer can be eliminated.  
Secondly, it can be used to answer a question (Harabagiu 
et al., 2000). For example, a user can ask “what is an 
armadillo?”. One of the answers is in the thesaurus if we 
use the hyperonymy relation: an “armadillo” is an animal.  
In order to determine the importance of proper noun 
thesaurus, we analyzed a corpus of question. 
Approximately 11.000 questions in French were collected 
from different sources, particularly from a list of questions 
submitted to Infoclic2, a French equivalent of AskJeeves. 
For each question, we determined if:  
 

• The answer is a proper noun 
• The question contains at least one proper noun 
• A thesaurus could answer the question 
• A thesaurus could help to answer the question 

 
For instance, if the question is “who was Sherley 
Temple?”, a thesaurus can answer “an actress” if Sherley 
Temple is a hyponym of actress. The example of 
“cheetah” and “Ferrari” concerns a thesaurus as help. 
The study of the corpus of questions shows that 29.16% of 
them contain a proper noun. The question can be about the 
proper nouns (“What was the nickname of Elvis 
                                                           
1 EQueR (Évaluation en Question et Réponse) is a project 
financed by the French government in the framework of 
Technolangue (http://www.technolangue.net/) 
2 Infoclic does not exist anymore but the Infoclic team kindly 
gives us a great amount of the questions submitted to their 
engine. 
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Presley?”) or the proper noun is used to precise the 
questions (“What is the biggest town crossed by the 
Rhône river?”). The answer is a proper name for 13.7% of 
the questions.  
A proper noun thesaurus as a knowledge base is not very 
advantageous because it gives the answer for only 2.5% of 
the questions. But this is not insignificant. On the 
contrary, the thesaurus can help the system to treat 12.3% 
of the questions (hyperonym verification). So, thesaurus 
of proper nouns can be a great help for a Q&A system.  

3.3 Using WordNet 
The most widely used otology is WordNet. The flaws of 
WordNet have been pointed out in many papers:  
 

• Too fine grained senses (Gonzalo et al., 1998; 
Palmer, 1998) 

• No thematic links (Leacock et al., 1996; 
Fellbaum et al. 1996). This problem is partially 
addressed in WordNet 2.0 

• No inter-POS link (Gonzalo et al., 1998). This 
problem is addressed in WordNet 2.0.  

• Some senses have been forgotten (Schütze & 
Pedersen, 1995) like “derby”, which is only a hat 
and cannot be a horse race. This problem is not 
WordNet specific.  

 
We also note some inconsistency in WordNet hierarchy. 
For instance, the first link between “king” and “queen” is 
“person” (see Figure 2). Nevertheless, it is interesting to 
note that in WordNet 2.0 many problems have 

disappeared. Moreover, even if there are still some 
problems, this resource is freely available for research 
purpose. So we decided to use it for our prototype of 
Q&A system in English. We enrich the thesaurus with 
130.675 proper nouns founded on several knowledge 
bases and on Internet. These entries were added as 
hyponyms of existing entries. For instance, 7.089 airports 
were placed under the synset 02288554 (airport). When 
there is no direct possible link, we created a new synset, 

linked to existing entries. The Table 1 gives the different 
types of entries, their number and where they were placed 
in the WordNet hierarchy.  
 

Entrie Example Nb. Hyperonym 

airports Shiphol 7.089 2288554 
base-ball players Jeff Abbott 1.845 8520545 
base-ball teams Boston Red Sox 30 6562404 
capitals Amsterdam 198 6855757 
astronomical objects Lune 1 18241 
American counties Abbeville 1.688 6877736 
car manufacters Alfa Romeo 60 6551769 
buildings Notre-Dame de Paris 1.917 3709177 
continents Africa 9 7433085 
deserts Arabian Desert 34 6846427 
baies Hudson Bay 9 7403637 
bights Great Australian Bight 1 11461437 
canals Panama Canal 2 2508163 
capes Cape of Good Hope 1 7394165 
channels English Channel 3 7423612 
falls Iguazu Falls 2 7604618 
gulfs Gulf of Aden 35 7466538 
lakes Great Lakes 73 7491139 
oceans Arctic Ocean 8 11384719 
passages Drake Passage 1 - 
rios Rio Negro 5 7555949 
rivers Amazon River 141 7555949 
seas Adriatic Sea 54 11384719 
straits Strait of Gibraltar 14 7582914 
enterprises 3Com 3.376 6543284 
famous persons A. Conan Doyle 4.518 - 
inhabitants Albanian 122 5145 
human beings Alfred Nobel 2.094 5145 
inventors Alfred Nobel 249 8193474 
islands Aegina 706 7481328 
newspapers Arizona Republic 133 5179803 
languages Abasakur 5.987 5191436 
locations Acatenango 3.140 18241 
measures Celsius 294 11218300 
professions Academic teacher 11.073 7737402 
monarchs Baudouin I 82 8205809 
currencies Algerian dinar 407 11235674 
mountains Annapurna 63 7514464 
mythological characters Abaangui 2.866 7627143 
Nobel winers 14th Dalai Lama 722 10969039 
organisations Bundestag 240 6535161 
political groups ANC 1.174 6682947 
countries Afghanistan 511 6876468 
planets Jupiter 11 - 
politicians Aage Brusgaard 6.652 8374033 
ports Aden 1160 6952625 
presidents of the USA Abraham Lincoln 42 8386224 
areas Abaiang 4.217 6881757 
artificial satellites Spoutnik 1.531 3644977 
political titles 1st secretary 136 7729804 
natural locations archipel 796 6976689 
touristic locations Abu Simbel 124 6976689 
towns Abainville 48.354 - 
towns of the USA Abercrombie 15.235 - 
volcanos Acatenango 1440 7602352 
TOTAL   130.675   

Table 1: Proper nouns added into WordNet 

Some problems appeared when adding a so great amount 
of entries. It is very useful to have a list of first names (for 
named entity recognition or in order to find the first name 
of someone). But many first names are ambiguous with 
frequent words like “Who”. So it is important to add new 
words very carefully in order not to introduce too much 
ambiguity. It is important to know that Who can be a first 

Figure 2: Hyperonyms for King and Queen in 
the sense on monarchy 

King : Sense 1 
king, male monarch 
       => sovereign, crowned head, monarch  
            => ruler, swayer  
                => person, individual, someone, somebody, mortal, 

human, soul  
                   … 
           => head of state, chief of state 
                => representative  
                   => negotiator, negotiant, treater  
                        => communicator 
                           => person, individual, someone, somebody, 

mortal, human, soul  
                                … 
 
Queen : Sense 2 
queen, queen regnant, female monarch  
       => female aristocrat 
           => aristocrat, blue blood, patrician 
               => leader 
                  => person, individual, someone, somebody, mortal, 

human, soul  
 …. 

Alessandro  Oltramari
18



name. But this fact is very rare in general corpus. So 
special analysis must be made for this kind of rare 
ambiguity.  

4. Conclusion 
The idea of this paper is that proper noun thesaurus can 
improve the performances of document retrieval and 
Q&A systems. The experiment presented in the first part 
shows the improvements for document retrieval. The 
second part shows it is possible to build such thesaurus 
and to plug it in WordNet. The analysis of almost 11 000 
questions shows that such a thesaurus could be a great 
help for Q&A systems.  
In the near future, we plan to evaluate our proper nouns 
thesaurus with a real evaluation of Q&A systems. 
Moreover, a comparison with the contribution of common 
name thesaurus has also to be done.  
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Abstract
This paper describes a prototypical system supporting the entire classification process: document storage and organization, pre-
processing, ontology construction and classification. Document classification relies on two basic ideas: first, using ontologies for the
formal representation of the domain knowledge; second, using a logic language (an extension of Datalog by aggregate functions that
we call Datalogf ) as the categorization rule language. Classifying a document w.r.t. an ontology means associating it with one or more
concepts of the ontology. Using Datalogf provides the system with a natural and powerful tool for capturing the semantics provided by
the ontology and describing complex patterns that are to be satisfied by (pre-processed) documents. The combined use of ontologies and
Datalogf allows us to perform a high-precision document classification.

1. Introduction

Managing the huge amount of textual documents avail-
able on the web and the intranets has become an important
problem of knowledge management. For this reason, mod-
ern Knowledge Management Systems need for effective
mechanisms to classify information and knowledge embed-
ded in textual documents (Ciravegna, 2001; Riloff, 2001).
A number of classification approaches have been so far pro-
posed, such as those based on machine learning (Cohen,
1995) and those based on clustering techniques using the
vector space model (Dı́az, 1998; Hsu, 1999; Brank, 2002).
In this paper we describe a prototypical classification sys-
tem which relies on two basic ideas: first, using ontologies
for the formal representation of the domain knowledge and,
second, using a logic language as the categorization rule
language.
An ontology is a formal representation of an application do-
main (Decker, 1999; Fensel, 2001). In the context of a clas-
sification process, an ontology is intended to provide the
specific knowledge concerning the universe of discourse
(categorization based on the domain context). Classifying
a document w.r.t. a given ontology means associating it
with one or more concepts of the ontology. To this end,
each concept is equipped with a set of logic rules that de-
scribe features of a document that may relate to the given
concept. The logic language we use in our system is an ex-
tension of Datalog (Ullman, 1988) with aggregate functions
(Dell’Armi, 2003). Throughout this paper we refer to this
language as Datalogf . The advantage of using Datalogf as
the categorization rule language is twofold: first, we can ex-
ploit its expressive power to capture the domain semantics
provided by the ontology and describe complex patterns
that are to be satisfied by documents; second, the encoding
of such patterns is very concise, simple, and elegant. We
notice that others rule-based techniques have been proposed
by several authors, but they are mainly devoted to the reso-
lution of linguistic problems, such as the disambiguation of

terms for the reduction of the vector dimensions (Paliouras,
1999), or for the improvement of the results of the classifi-
cation task (Cohen, 1995).
The execution of Datalogf programs is carried out by the
DLV system (Faber, since 1996), which is part of our cate-
gorization engine. DLV is a well-known reasoning system
which supports a completely declarative style of program-
ming based on a bottom-up evaluation of the stable model
semantics of disjunctive logic programs.

2. A system overview
The prototype is intended as a corporate classifica-

tion system supporting the entire process life-cycle: docu-
ment storage and organization, ontology construction, pre-
processing and classification. It has been developed as a
Web-Application. In the following sections we shall focus
our attention on ontology management, pre-processing and
classification.

3. Ontology Management
Ontologies in our system provide the knowledge needed

for a high-precision classification. The ontology specifi-
cation language supports the following basic constructs:
Concepts, Attributes, Properties (attribute values), Taxo-
nomic (is-a and part-of) and Non-Taxonomic binary asso-
ciations, Association cardinality constraints, Concept In-
stances, Links (association instances), Synonyms.

Example 3..1 KIMOS is an ontology developed within
Exeura with the purpose of classifying all company’s soft-
ware resources and the respective documentation. A frag-
ment of KIMOS is given in figure 1. Here, the central
concept is ”Software” which is related to the other con-
cepts by both taxonomic and non-taxonomic relations. For
an instance, the edge connecting ”Software” with ”Lan-
guage” represents the (many-to-many) relation ”developed-
in”, while the one between ”Software” to ”OS Compatible”
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Figure 1: The KIMOS Ontology

represents the relation ”runs-on”; the concept ”Software”
is subdivided into a number of sub-concepts that group the
different instances of ”Software” into the appropriate cate-
gories. In figure we have reported only the concept ”DB”
that represents the class of softwares for databases. This
concept is related to ”Software” by an is-a relation and it is
classified into ”DBMS” and ”DB Tool”. In turn, ”DBMS”
is classified as either ”Relational DBMS” or ”Others” (i.e.,
DBMS of different types). An instance of ”Relational
DBMS” is ”MySQL” which is related to ”Unix-C” (an in-
stance of ”OS Compatible”) by the link ”runs-on”. 2

Internally, an ontology is stored as a set of facts. As
we will see in section 5., these facts represent an input to
categorization programs.

Example 3..2 The internal representation of KIMOS con-
sists of facts representing: (1) concepts, e.g., concept(DB);
(2) attributes, each identified by an Id, a Data-Type
and the Id of the concept which belongs to; for in-
stance, attribute(size-MB,real,Software) represents the at-
tribute ”size-MB”, of type real, of the concept ”Soft-
ware”; (3) Properties (i.e., attribute instances) each char-
acterized by an attribute name and a value; for instance,
property(size-MB,1.35); (4) Taxonomic relationships of
the form is-a(DB,Software); (5) Non-taxonomic relation-
ships such as association(runs-on,Software,OS Compati-
ble) which represents the relation ”runs-on” between ”Soft-
ware” and ”OS Compatible”; we represent also the in-
verse inverse-of(runs-on, supports); (6) association cardi-
nality constraints, e.g., cardinality(runs-on, ”> 1”) and
cardinality-inverse(runs-on, ”> 1”); (7) Link associa-
tions (i.e., binary association between instances), e.g.,
link(runs-on, MySql ,Unix-C); (8) Concept Instances such
as instance-of(Relational DBMS,MySql); (9) Synonyms
such as synonym(Database,DB). 2

The creation of an ontology is supported by the On-
tology Editor which provides a powerful visual interface
based on a graph representation. During the editing of an
ontology, the system guides the user to obtain a consistent

ontology representation. Once created, the user can navi-
gate the ontology using the Ontology Browser.

4. Pre-processing
The aim of the Pre-Processing is to obtain a machine-

readable representation of textual documents (Yang, 1997).
This is done by annotating documents with meta-textual in-
formation obtained by a linguistic and structural analysis.
The Pre-Processor module supports the following two
tasks: (a) Pre-Analysis based on three main activities: Doc-
ument Normalization, Structural Analysis and Tokeniza-
tion, and (b) Linguistic Analysis, which in turn consists of
a Lexical Analysis (where the PoS Tagger is a variant of the
Brill Tagger (Brill, 1995)) and a Quantitative Analysis.
The output of the Pre-Processing phase is a set of facts rep-
resenting the relevant information about the processed doc-
ument. As we shall see in section 5., these facts represent
an input to our categorization programs.

Example 4..1 Consider, for example, a textual document
about databases, with 247 different tokens, and suppose that
the third paragraph of this document contains the following
fragment of text: ”... A database is a structured.... ”. The
representation of this paragraph is like this:
...
word(57,’a’,’a’,’at’).
word(58,’database’,’databas’,’nn’).
word(59,’is’,’is’,’bez’).
word(60,’a’,’a’,’at’).
word(61,’structured’,’structur’,’vbn’).
bold(58).
par(3,57,148).
tokenFrequency(’database’,13).
stemFrequency(’databas’,16).
numberOfTokens(247).
numberOfStems(218). 2

5. Document Classification
The basic idea is that of using logic programs to recog-

nize concepts within texts. Logic rules, indeed, provide a
natural and powerful way to describe features of document
contents that may relate to concepts. To this end, we use the
logic language Datalogf (Dell’Armi, 2003), an extension
of Datalog by aggregate functions. The system supporting
the efficient bottom-up evaluation of Datalogf programs is
DLV (Faber, since 1996).

5.1. The Datalogf language
We call Datalogf the logic language obtained by ex-

tending Datalog (Ullman, 1988) by aggregate functions. A
function has the form f(V ars : Conj) where f is the name
(count, sum, min, max, sum) and V ars a set of variables
occurring in the conjunction Conj. Intuitively the expres-
sion V ars : Conj represents the set of values assumed
by the variables in V ars making Conj true. An aggregate
atom is an expression of the type Lg ≤ f(V ars : Conj) ≤
Ug where Lg and Ug are positive integer constants or vari-
ables called guards. For instance, count{V : a(V )} <
value is an aggregate atom whose informal meaning is:
the number of ground instances of a(V ) must be less than
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value. A Datalogf program is a logic program in which
aggregate literals can occur in the body of rules. Rules with
aggregate atoms are required to be safe (Dell’Armi, 2003).
It is worth noticing that the result of an aggregate function
can be saved by an assignment. For instance in the follow-
ing rule h(X) : −X = #count{V : a(V )}, all the ground
instances of a(V ) are counted up and the value of count is
assigned to X .

5.2. Categorization programs
By combining the expressive power of Datalog with

that of aggregate functions, Datalogf provides a natural and
powerful tool for describing categorization rules within our
system. A categorization program relies on a number of
predefined predicates, that are of two types:

1. Pre-processing predicates representing information
generated by the pre-processing phase; examples of
such predicates are: word(Id, Token, Stem,PoS)
and title(Id, Token, Stem,PoS) where Id repre-
sents the position of Token within the text, Stem
is the stem of the token and PoS its Part-of-
Speech; tokenFrequency(Token,Number) which
represents the number of times Token occurs in the
text.

2. Ontology predicates representing the domain on-
tology; examples of this kind of predicates are
the following: instance of(I, C) (I is instance of
the concept C), synonym(C1, C2), isa(C1, C2),
part of(C1, C2), association(A,C1, C2), etc..

In addition, we use the predicate relevant(D,C) to state
that document D is relevant for concept C.
Now, we equip each concept C of a given ontology with a
set of Datalogf rules, the categorization program PC of C,
used to recognize C within a given document D. The set
of facts of PC consists of the facts representing the domain
ontology (see Section 3.) as well as those representing the
pre-processed document (see Section 4.). The rules of PC

represent conditions that are to be satisfied in order D be
considered relevant for C.

Example 5..1 We next provide an incremental construc-
tion of a categorization program associated with the con-
cept ”DB” of the KIMOS ontology (see 3..1).
Rules looking for keyword. We start with the following
simple rules looking for the keyword ”DB”:
r0: t0 : −title( , ”DB”, , ).
r1: t1 : −tokenFrequency(”DB”, F ), F > a.
In rule r0 above, the predicate t0 is true if ”DB” occurs in
the title, while t1 in r1 is true if the frequency F of the to-
ken ”DB” is greater than a given constant a.
We can now refine our keyword search by exploiting syn-
onyms; for instance, we can restate r0 as
r0: t0 : −title( , X, , ), synonym(X, ”DB”).
and replace r1 by the following two rules:
r2: t2(X,F ) : −synonym(X, ”DB”), word( , X, , ),
tokenFrequency(X,F ).
r3: t3:- F1 = #sum{F,X : t1(F,X)}, F1 > a.
Rule r2 above ”evaluates”, for the concept ”DB” and each

of its synonyms, the respective frequency F ; rule r3, in
turn, determines the total number F1 of times the concept
”DB” and each of its synonyms appears in the text (this is
performed by the aggregate function sum).
Rules looking for terms. Using the next rules we look for
the term ”structured data” within the document:
r4 : t4(I):- word(I, ”structured”, , ),
word(J, ”data”, , ), J = I + 1.
r5 : t5(F ):- F = #count{I : t5(I)}.
We may relax the above condition, requiring the words
”structured” and ”data” to be found, in the specified order,
within a distance of at most 5 words inside the same para-
graph:
r6 : t6(I):- word(I, ”structured”, , ),
word(J, ”data”, , ), J > I,
L = J − I, L <= 5, sameParagraph(I, J).
r7: sameParagraph(I, J):- par(Id, Init, F in), I >=
Init, J <= Fin.
r8 : t8(F ):- F = #count{I : t7(I)}.
Rule r8 above counts the number of times the searched term
occurs in the same paragraph.
Rules matching expressions. Next we write rules to rec-
ognize, within a paragraph, an expression of the following
type: a verb with stem ”store”, followed by a name having
”tabl” or ”relat” as its stem (i.e., we are trying to recognize
sentences such as ”data are stored within tables...”).
r9 : t9(I):- word(I, , ”store”, ”vb”),
word(J, , ”tabl”, ), sameParagraph(I, J).
r10 : t10(I):- word(I, , ”store”, ”vb”),
word(J, , ”relat”, ), sameParagraph(I, J).
r11 : t11(F ):- F = #count{I : t9(I)}.
Rules exploiting the ontology knowledge. We can improve
precision of the classification process by using the under-
lying domain ontology. For instance, if a document talks
about some specific instances of the concept ”db”, such as
Oracle, Access, etc. (note that an instance of ”relational
DBMS”, which is a sub-concept of ”db”, is also an instance
of ”DB”), it is quite obvious considering the document as
pertinent to the concept ”db”. So, we write the following
rules:
r12 : t12(I, F ):- instance of(”DB”, I),
tokenFrequency(I, F ).
r13: t13(N):- N = #count{I : t11(I, )}.
r14 : t14(F ):- F = #sum{F1, I : t11(I, F1)}.
r15 : t15(T ):-
T = #count{I : instance of(I, ”DB”)}.
where: r12 provides the number of occurrences of each in-
stance of ”db” in the document; r13 counts the number of
distinct instances of ”db”; r14 provides the total number of
instances (duplicated included) of ”db” and r15 gives the
number of instances of ”db” in the ontology. Finally, the
rule
r16 : t16(K,L):- t13(N), t14(F ), t15(T ),
K = N/T,L = F/N.
expresses a measure, in terms of K (the fraction of the in-
stances of ”db” that are cited within the document) and L
(which takes into account the fact that each instance might
be cited several times), of the presence into the document
of words representing instances of the concept ”db”. 2
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As we have mentioned before, we use DLV as the cat-
egorization engine in our system. DLV is a very power-
ful system for the bottom-up evaluation of disjunctive logic
programs extended by a number of constructs (Datalogf is
a subset of the DLV language). It is used in many real ap-
plications where efficiency is a strong constraint.
The evaluation strategy of categorization programs is based
on the following two observations. First, there are docu-
ments that are straightforward to classify, i.e., for which
simple keyword-based rules (like r1−r2 above) are enough;
suppose, for instance, that the word ”db” is contained in
the title or it occurs frequently throughout the text; in such
cases we can confidently classify the document at hand as
relevant for the given concept only by using few simple
rules (like r1 and r2) and forgetting of the remaining ones
occurring in the rest of categorization program. Second, a
deeper semantic analysis is needed only in case of docu-
ments that are difficult to classify because concepts do not
appear explicitly; to this end, the execution of more com-
plex rules (for instance, rules trying to match complex ex-
pressions) is required.
Having this in mind, the implementation of the above eval-
uation strategy proceeds, roughly speaking, as follows: we
structure a categorization program PC , associated to the
concept C, into a number of components, say, c1, ..., cn.
Each component groups rules performing some specific re-
trieval task, such as word-based search, term matching, etc.,
of increasing semantic complexity – that is, each compo-
nent is capable to recognize texts that are possibly inac-
cessible to the ”previous” ones. Given a document D, the
evaluation of PC (w.r.t. D) starts from c1 (the ”lowest”
component) and, as soon as a component ci, 1 ≤ i ≤ n, is
”satisfied” (by D), the process stops successfully (i.e., D is
recognized to be relevant for C); if no such a component is
found, the classification task fails.

5.3. Ontology-driven Classification Strategy

Let D be a document that has to be classified w.r.t. an
ontology O. As we have seen in the previous subsection,
each concept C of O is equipped with a suitable categoriza-
tion program PC whose evaluation determines whether D
is relevant for C or not. An exhaustive approach would re-
quire to ”prove” D w.r.t. the categorization program of each
concept of O, and this could result in a rather heavy com-
putation. However, we can drastically reduce the ”search
space” if we adopt an ontology-driven classification tech-
nique which exploits the presence of taxonomic hierarchies.
This technique is based on the principle that if a document
is relevant for a concept then it is so for all of its ancestors
within an is-a taxonomy (unless the contrary is explicitly
stated). This principle is expressed by the following recur-
sive rule:
relevant(D,X) : −relevant(D,Y ), isa(Y,X)
As an example, if a document is relevant for the concept
”Relational DBMS” of the KIMOS ontology, then it is so
for the concepts ”DBMS”, ”DB” and ”Software”. If we
want to exclude the latter, we simply write:
relevant(D,X) : −relevant(D,Y ), isa(Y,X),
X <> ”Software”.
The above inheritance principle suggests us a classification

strategy where concepts within a sub-class hierarchy are
processed in a bottom-up fashion. As soon as D is found
to be relevant for a concept C in the hierarchy H , it is not
any more processed w.r.t. any of the ancestors of C in H .
The relevance association of D to the ancestors of C is au-
tomatically performed by the above recursive rule.
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Abstract 
Traditional information-retrieval thesauri describe a lot of knowledge about various domains. Therefore it is very important to use the 
thesaurus knowledge in automatic regimes of query expansion. In the paper we will show that analysis of associative relations from the 
point of view of their ontological properties allows us to understand, what types of such relations can lead to more effective automatic 
expansion of queries in information-retrieval systems. 
 

1. Introduction 
For many years information-retrieval thesauri were used 
as important tools for document search. Hundreds of 
thesauri were created in various domains. However 
traditional information-retrieval thesauri were intended for 
manual indexing and information search. Contemporary 
large electronic text collections need automatic means for 
text processing and information retrieval. Therefore it is 
very important to know how it is possible to use the 
knowledge described in traditional information-retrieval 
thesauri, in automatic regimes. 
 
The use of thesaurus relations for effective automatic 
query expansion is a serious problem. Most information-
retrieval thesauri have two types of relations between 
concepts (descriptors): Broader-Narrower Terms and 
Related Terms (associative relations). The present state of 
affairs here is as follows: various techniques of use of 
thesaurus relations for automatic query expansion usually 
give more recall, however precision of the retrieval 
becomes considerably less, and the overall efficiency of 
the retrieval decreases (Voorhees, 1999). 
 
Especially a lot of problems are related to associative 
relations because they comprise a broad range of 
semantically different relations between concepts. 
Therefore, it is important to understand, how associative 
relations or maybe what associative relations can be used 
in automatic query expansion for recall increasing without 
decrease of integral characteristics of retrieval. 
 
The problem of the associative relations use is studied 
usually from two points of view. Tudhope and Taylor 
(1997), Chen et. al. (1993) consider what weights can be 
assigned to associative relations in automatic query 
expansion, in other papers (Tudhope, Alani & Jones, 
2001; Rada et. al., 1991) problems of additional semantic 
classification of associative relations are studied. Also 
problems of dependence of the weights from semantic 
types of associative relations are discussed in 
(Jones, 1993). 
 

In the paper we will show, that analysis of associative 
relations from the point of view of their ontological 
properties allows us to understand, 

- what relations can be used only in a manual 
mode of search,  

- what relations are in practice non-symmetric and 
can be effectively used for automatic query 
expansion only in one direction,  

- what associative relations have to be added to 
descriptor’s articles. 

In this analysis we will use a notion of “relation of 
conceptual dependency” from the formal ontology theory. 
 
We will illustrate our analysis on the basis of the 
information-retrieval multilingual thesaurus of European 
community EUROVOC (1995), which currently used for 
manual indexing and retrieval of European documents. In 
this paper we do not study specific features of EUROVOC 
in comparison to other similar resources. The thesaurus 
EUROVOC is a typical example of information-retrieval 
thesauri (UNBIS, 1976; LIV, 1984), which have similar 
structures and similar problems. The thesaurus was 
translated into Russian language therefore we can 
demonstrate potential capability of associative relations 
for query expansion through retrieval of documents in 
University Information System RUSSIA (Russian inter-
University Social Science Information and Analytical 
consortium www.cir.ru/eng), containing more than 
800 thousand contemporary Russian documents: official 
and legislative documents, international treaties, analytical 
and research papers on social sciences, newspaper articles. 

2. Thesaurus Relations and Simple Queries 
Queries in an information-retrieval system can consist of 
different numbers of terms and words. From the thesaurus 
point of view the simplest query is a query consisting of a 
single term T of a thesaurus. All other queries, including 
several terms, words and terms have to be processed as a 
function from elementary queries.  
 
We hypothesize that potential quality of query expansion 
based on thesaurus relations can be studied using the 
simplest queries. If search characteristics of expansion of 
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elementary queries are low, then processing quality of 
complicated queries can not be better. If thesaurus 
relations allow for effective query expansion in simple 
cases then it is an important step to study techniques for 
expansion of a complex query. The meaning of such the 
simplest query is “all about T” and we will denote it as 
SQ(T). 

 
From this point of view we can study potential search 
characteristics of every thesaurus relation. Let us see two 
concepts C1 and C2, between which relation R is 
established. We consider a simple query consisting of a 
single term corresponding to concept C1 – SQ(C1), and 
we would like to know how relation R between C1 and C2 
can be used for expansion of this query. In this process 
documents containing terms of C2 have to be joined to the 
retrieved set of documents, maybe with certain weights. 
Hence without any real query expansion we can take 
documents, containing C2, and try to determine how 
many of these documents can be relevant to the query 
SQ(C1). 
 
We will use this method of research for analysis of 
potential search usefulness of associative relations 
described in EUROVOC. 

3. Associative Relations of EUROVOC  
and Information Retrieval 

As an example we took concept LAND REGISTER of the 
thesaurus EUROVOC. This concept has the following 
associative relations: 
 

LAND REGISTER 
RT BUILDING PERMIT 
RT LOCAL TAX 
RT PROPERTY TAX 
RT TOWN-PLANNING REGULATIONS 

 
Associative relations are symmetric therefore we can fulfil 
a search using query “land register” and evaluate a set of 
retrieved documents from the point of view of their 
relevance to every of these four associated concepts. We 
searched documents using the text collection of UIS 
RUSSIA. For the retrieval a statistically-based technique 
similar to (Callan et.al, 1992) was used. 
 
We analysed the contents of 50 first documents in the 
retrieved set mentioning land register. The set included 
documents by the President of the Russian Federation, the 
Russian government, daily records of the State Duma of 
the Federal Assembly of Russia, newspaper articles. 
 
Among 50 documents 41 documents were relevant to the 
query “land register”, other documents discussed specific 
problems of a state authority (Committee on land register) 
We received that among these 41 documents: 

- 11 documents were also relevant to the simple 
query “property tax”; 

- 9 documents were relevant to the simple query 
“local tax”; 

- 9 documents were relevant to the simple query 
“town-planning regulations”; 

- 3 documents were relevant to the simple query 
“building permit”. 

 
So we can see that query expansion of four different 
simple queries based on associative relations with concept 
LAND REGISTER will lead to the same result: very low 
potential precision of retrieval. The reverse relations 
behave in the same way, so among 50 documents 
discussing property tax only 5 ones could be considered 
as relevant to the “land register “ simple query. 

4. Analysis of Problem 
The considered relations were not erroneous, they 
describe important relations, that a land register can be a 
source of information for building permits, town planning 
and tax collection, however majority of the texts 
containing term land register were not relevant to the 
corresponding simple queries. The retrieved texts 
discussed such topics as creation of a land register, 
registration of rights to real property, price of land, sale of 
land and other important problems.  
 
So the considered relations and situations are only several 
ones among many others where land registers can 
participate. In fact we can state that 

- land register’s information can be needed for 
different goals and sometimes for receiving 
building permits, sometimes for local tax or 
property tax calculation etc., 

- the receiving of building permits requires 
different documents, and one of them is an 
extract from the land register and so on. 

 
The main problem here is that the contemporary level of 
automatic text processing does not allow qualitative 
automatic recognition of such situations in texts of large 
and heterogeneous text collections. Therefore if we really 
want to use non-taxonomic relations of concept C1 in 
automatic query expansion, we have to use (and describe 
in information-retrieval thesauri) such relations that do not 
loss their relevance in majority situations of C1. 
 
For concept LAND REGISTER such a persistent relation is 
a relation to concept LAND. The land register is a register 
of land lots, their borders and quality of land. Therefore a 
lot of situations and actions with LAND REGISTER 
concern lands. If we consider the same 41 texts we can 
see that 33 (85%) texts were about lands, were relevant to 
simple query containing concept LAND (8 texts were 
about results of voting for a draft law on land register).  
 
Another important feature of the relation of concept 
LAND REGISTER to concept LAND is that concept LAND 
REGISTER can not come to existence without the 
existence of concept LAND. This fact makes it important 
to consider problems of associative relations from the 
point of view of the philosophical theory of formal 
ontology, which studies existence of various entities in the 
world. 
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5. Retrieval of Documents and Relations of 
Ontological Dependence 

Basic notions of philosophical formal ontology applied to 
contemporary conceptual research are philosophical 
notions of rigidity, identity, unity and dependence 
(Guarino, 1998). The experimental results very correlate 
with such a notion of philosophical theory of formal 
ontology (Smith, 1998) as relation of ontological 
dependence, which studies the various forms of existential 
dependence involving special individuals that belong to 
different classes. 
 
There are three main types of this relation: 

- rigid dependence, when the actual existence of an 
individual necessarily implies the actual existence 
of another specific individual, so  
o a specific example of summit implies 

existence of specific examples of heads of 
states;  

o a specific example of forest is impossible 
without specific trees.  

- generic dependence, when the actual existence of 
an individual necessarily implies the actual 
existence of some individual belonging to another 
class, so 
o a specific example of garage implies 

existence of any example from class cars; 
o a specific example of pianist implies 

existence of any example from class pianos;  
o a specific example of grocery implies 

existence of examples from class food 
supplies; 

- historical dependence, when the existence of an 
entity in moment T presumes the existence of 
another entity in moment T1 before T, so  
o concept car depends from concept car plant, 

because cars are produced in car plants; 
o concept straw historically depends from 

threshing process, because it can not appear 
without threshing, but it can exist for a long 
time after threshing has finished. 

 
It is easy to see that in case of the rigid dependence the 
existence of a dependent concept is very tightly connected 
with the existence of a main concept. It is difficult to 
imagine a situation (and a text) where a dependent 
concept participates and this situation has no relation to a 
main concept. 
 
In case of the generic dependence examples of a 
dependent concept usually participate in situations related 
to a main concept, however sometimes situations, not 
relevant to a main concept, can arise (for example, a crime 
in a garage can have no relation to automobiles). 
 
At last the historical type of dependence is the weakest 
type among existential situations. A main concept is 
necessary for appearance of a dependent concept, but then 
a dependent concept can exist for a long time and 
participate in various situations not relevant to the main 
concept. 
 

Let us study potential retrieval efficiency of simple 
queries, equal to main concepts M, expanded by text with 
ontologically dependent concept D. We will analyse 
50 best texts from retrieval set for simple query SQ(D). 
The search was implemented on the full Russian 
collection of University Information System RUSSIA. 
Results for several mentioned examples are presented in 
Table 1. 
 

Dependent 
concept D 

Type of 
dependence 

Main 
concept 
M 

nD nM 

FOREST  Rigid TREE 49 12 

SUMMIT Rigid HEAD 
OF 
STATES 

49 20 

PIANIST Generic PIANO 44 16 

GARAGE Generic CAR 43 1 

CAR  Historical CAR 
PLANT 

18 44 

Table 1. 
 
In Table 1 nD - number of texts containing D, relevant to 
D and relevant to SQ(M), nM - number of texts containing 
M, relevant to M and relevant to SQ(D). 
 
The table demonstrates the correlation between a type of 
dependence and search characteristics of simple queries. 
In case of the rigid dependence for almost all texts if a 
text is relevant to a dependent concept, it is relevant to a 
main concept also. In case of the generic dependence the 
ratio is less but high enough. In case of the historical 
dependence ratio much decreases. Search characteristics 
of reverse simple queries are low (that is there are a lot of 
texts, which are relevant to a main concept and are not 
relevant to a dependent concept), and this corresponds to 
absence of dependence. In the fifth pair a lot of texts 
about car plants are texts about cars at the same time, 
because concept car plant also depends on concept car. 
Car plants can not exist without existence of the class of 
cars therefore this is the generic type of dependence and 
again we can see correlation of search characteristics. 

6. Ontological Dependence Relations as a 
Basis for Description of Associative Relations 
So in our opinion search characteristics of information-
retrieval thesauri created for manual indexing can be 
improved only if their associative relations are marked 
from the point of view of rigid and generic ontological 
dependence: 

1) associative relations that are not relations of rigid 
or generic ontological dependence are marked for 
use only in manual expansion of a query in a user 
interface; 

 
2) associative relations describing such relations of 

ontological dependence become non-symmetric – 
the direction of query expansion from a main 
concept to a dependent concept; 
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3) relations of ontological dependence which are not 
represented in a thesaurus are added as non-
symmetric associations; 

 
4) in several cases associations connect very 

semantically related concepts. In these cases 
associative relations preserve their symmetry and 
can be used for automatic query expansion in both 
directions. 

 
Analysis of 100 first associative relations (in alphabetic 
order of concepts) in the Russian version of the thesaurus 
EUROVOC showed that: 

1) 33 associative relations are in fact taxonomic 
relations, for example, bus – means of transport. 
They are presented as RT relations because 
EUROVOC does not allow description of more 
than one Broader Term relations. Therefore these 
relations are non-symmetric and can be used in 
query expansion after their marking; 

 
2) 27 associative relations can be used only in manual 

retrieval, because two concepts have such a 
relation that appears only in several of all possible 
situations for every concept, for example,  

- AIRCRAFT INDUSTRY – NEW 
TECHNOLOGY,  

- AGRICULTURAL EDUCATION – ON-
THE-JOB TRAINING,  

- AGRARIAN REFORM – REDIRECTION OF 
PRODUCTION,  

- AQUACULTURE – SOLAR ENERGY END-
USE APPLICATIONS; 

- ALCOHOLISM – ROAD SAFETY; 

3) 41 associations are relations of ontological 
dependence and can be used in automatic 
expansion of a query containing a main concept 
with texts containing a dependent concept for 
example,  

- MOTOR CAR – PARKING AREA, 
- MOTOR CAR – MOTOR INDUSTRY,  
- SHARE – SHAREHOLDER, 
- ALCOHOLIC BEVERAGES – 

ALCOHOLISM;  

4) 3 associations describe symmetric relations 
between very semantically close concepts, for 
example, FARMING SECTOR – AGRICULTURE. 

 

7. Semantic Names of Ontological 
Dependence Relations 

Let us see what a relationship between the notion of 
ontological dependence and semantic names of relations. 
Table2 presents some of associative relations of the 
thesaurus EUROVOC that are relations of rigid or generic 
ontological dependence. Every relation is characterized 
from the semantic point of view – we describe a 
suppositional semantic name of the relation from the main 
(ontologically) concept to the dependent concept: 
 

 
Main concept 
(M)  

Dependent 
Concept (D)  

Semantic 
relation R: 
M is R for D 

CHILD LARGE FAMILY Part 

CHILD ADOPTION OF A 
CHILD 

Object 

ILLNESS PREVENTION OF 
ILLNESS 

Counter agent 

PRODUCT 
QUALITY 

QUALITY LABEL Content 

HEAD OF 
STATE 

SUMMIT 
MEETING 

Agent 

PARLIAMENT PARLIAMENTARY 
SESSION 

Agent 

MEMBER OF 
PARLIAMENT 

PARLIAMENTARY 
IMMUNITY 

Bearer of 
property 

TREE FOREST Part 

Table 2. 
 
We can see a variety of semantic names of relations 
describing the ontological dependence. Therefore the 
ontological dependence represents another point of view 
to conceptual relations in comparison with the semantic 
point of view. And from our experiments it is possible to 
see that the query expansion process (for the existing level 
of automatic text analysis) is determined by dependence 
characteristics, not by semantic names of conceptual 
relations. Therefore any semantic subdivision of 
associative relations, inclusion additional semantic 
relations to a set of conceptual relations of information-
retrieval thesauri will not give additional retrieval 
effectiveness. 

8. Relations of Ontological Dependence in 
Thesaurus for Automatic Conceptual 

Indexing 
Nowadays there is a very important question what a 
structure and a set of relations can be described in 
domain-specific linguistic resources created specially for 
automatic text processing of large text collections in 
information retrieval applications. From our analysis only 
one conclusion can follow: the contemporary level of 
automatic processing of large and heterogeneous text 
collections allows working mainly with a set of relations 
based on properties of taxonomy and ontological 
dependence.  
 
We tried to implement idea of descripiton of ontological 
dependence relations in a linguistic resource specially 
created as a tool for automatic text processing - Thesaurus 
on Sociopolitical Life and its applications (Loukachevitch 
& Dobrov, 2002). 
 
The Thesaurus on Sociopolitical Life (below 
CIR*Thesaurus – the Thesaurus of Center for Information 
Research) is a hierarchical net of concepts. It contains a 
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lot of terms from economical, financial, political, military, 
social, legislative, cultural and other spheres and is used 
for automatic text processing the following types of texts: 
official documents, legislative documents, international 
treaties, news stories and newspaper articles. Now the 
CIR*Thesaurus includes more than 70 thousand terms, 
words and proper names, more than 30 thousand concepts 
and more than 107 thousand conceptual relations. 
 
Since 1996 the CIR*Thesaurus is used in automatic 
processing applications such as conceptual indexing, 
automatic text categorization, automatic text 
summarization. The CIR*Thesaurus is a searching tool in 
University Information System RUSSIA  
 
The relations of the CIR*Thesaurus are intensively used 
in automatic text processing for lexical disambiguation, 
computation of term weights, query expansion. The 
system of conceptual relations grew from experiments, 
was experimentally supported. Now the system of non-
taxonomic relations in the CIR*Thesaurus is based on 
relations of ontological dependence. 
 
Now besides taxonomic relations the thesaurus includes 
the following types of relations: 

- Whole–Part for description of physical parts, 
relations “situations – their participants”, objects – 
their properties. Generic or rigid ontological 
dependence of “parts” (participants, properties) 
from their “wholes” is required.  

- Non-symmetric association RT1-RT2 (RT1 = 
“ontologically dependent of”, RT2 = 
”ontologically main for”), used for other relations 
of ontological dependence; 

- Symmetric association for description of 
semantically close concepts. 

9. Evaluation of Thesaurus in Information 
Retrieval Applications 

To evaluate CIR*Thesaurus-based information retrieval in 
University information system “Russia” we took 20 topics 
from list of “Subject Headings for Legislative Acts” 
adopted as an official system of subject headings in the 
Russian Federation. The system has 1168 subject 
headings and 20 main thematic subdivisions. The topics 
for evaluation were extracted from every subdivision of 
the system (Loukachevitch & Dobrov 2002).  
 
Topics were usually short and consisted of 1-4 words. 
Examples of chosen subject headings were as follows: 
“Water supply”, “Use of nuclear energy”, “Migration of 
population”. Documents were searched in the 
subcollection of legislative acts of the Russian Federation 
(50 thousand documents).  
 
Every search was implemented twice. The first search was 
implemented using statistical retrieval model similar to 
(Callan et.al., 1992). In the second search we manually 
represented a topic as a Boolean expression of concepts 
from the CIR-Thesaurus and words which are absent in 
the thesaurus. Such translation was literal without any 
additions or deletions. For example, subject heading “Use 
of nuclear energy” was represented as  

/Word = ‘use’  
AND  
/Concept(with Tree) = ‘NUCLEAR ENERGY’ 

 
During search every term was automatically expanded 
using its full thesaurus tree including all described lower 
concepts and dependent concepts (Parts and RT2 
relations). Properties of transitivity of taxonomic relations 
and dependent parts were used. 
 
Most of the queries resulted in several hundreds 
documents from the full subcollection. To economize time 
of evaluation without losses in quality of evaluation we 
reduced time interval of documents publication to receive 
30-40 documents.  
 

 
Figure 1. 3-point Recall-Precision Data  

for Vector Search (tf*idf) and  
Thesaurus-Based Search (Concept Search) 

 
We used “3-point” evaluation to calculate average 
precision for 0.2, 0.5, 0.8 recall values (Voorhees, 1999), 
as a measure of retrieval effectiveness. Results of 
evaluation are presented in Table 3 and on Figure 1. 
 

Type of 
search 

0.2 0.5 0.8 Average 

Vector 
Search 

0.77 0.52 0.02 0.44 

Thesaurus 
Search 

0.81 0.58 0.46 0.62 

Table 3. 
 

Conclusion 
Contemporary level of automatic text processing of large 
heterogeneous text collections does not allow stable 
identification of  semantic relations described in linguistic 
resources in texts.  
 
Taking into consideration this fact, we proposed to 
analyse conceptual relations in traditional information-
retrieval thesauri for manual indexing from the point of 
view of the notion of ontological dependence. We showed 
that if associative relations in such thesauri describe rigid 
or generic relations of ontological dependence, then these 
relations can be used for effective automatic query 
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expansion in the direction from a main concept to an 
ontologically dependent concept.  
 
We proposed to mark relations of ontological dependence 
in existing information-retrieval thesauri and this makes it 
possible more effective usage of knowledge of numerous 
thesauri developed in a lot of domains. 
 
Also in our opinion if development of a linguistic resource 
for automatic information retrieval applications in any 
domain begins nowadays, then description of relations of 
ontological dependence is an important condition of 
further effective use of this linguistic resource.  
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This paper presents work from the Danish VID project and focuses primarily on HLT-assisted ontology construction. 
Firstly, we investigate how we can combine and refine existing Danish language technology tools and resources for term 
extraction, and we discuss some of the practical problems encountered when facing this challenge on the basis of  
company-specific text material originating from a specific business work flow. Secondly, we present the ongoing work of 
ontology building, where we combine bottom-up and top-down strategies in an attempt to build what we define as 
����������	
��
�
���� for the domains. We discuss the problematic middle layer of the ontology where term experts and 
term definitions are heavily drawn upon, and we sketch out how the SIMPLE core ontology is applied as a top layer 
where classes are characterised primarily by means of linguistic tests. 
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Several Danish business companies are beginning to 
realise the need for knowledge organisation systems 
that can apply and combine human language technology 
(HLT) and domain ontologies with emerging 
technologies in the field of the semantic web in terms of 
semantically oriented metadata. This paper presents 
work from the Danish VID project (VIden og 
Dokumenthåndtering med sprogteknologi – Knowledge 
and Document Handling with Language Technology) 
and focuses primarily on HLT-assisted ontology 
construction, the ontologies being a main component of 
a knowledge organisation system.  
 
VID comprises the research institution Center for 
Sprogteknologi (CST), three large Scandinavian 
companies with high demands for the quality and 
efficiency regarding document production, as well as 
two Danish technology companies specialised in search 
and knowledge organisation participating as technology 
providers. The aim of the project is to examine, develop 
and/or refine HLT techniques for acquiring and 
representing relevant parts of domain knowledge and 
corporate language in the participating companies.  
 
In this paper we first present the environment of the 
knowledge base; then we investigate how we can 
combine and refine existing Danish language 
technology tools and resources for term extraction, and 
we discuss some of the practical problems encountered 
when facing company-specific text material originating 
from a specific business work flow. After this, we 
present the ongoing work of ontology building, where 
we combine bottom-up and top-down strategies in an 
attempt to build what we define as ����������	
��
�
���� 
for the domains. In this respect, the middle layer 
constitutes the biggest challenge since it requires a 
deeper understanding of the domain than what can be 
found in the text; a knowledge mainly possessed by the  

 
term experts or rooted in term dictionaries with term 
definitions. As top layer, we apply the SIMPLE core 
ontology where classes are characterised by means of 
linguistic tests, and not as in traditional formal 
ontologies on the basis of axiomatic characterisations. 
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One of the participating companies is a consultancy 
company with offices in several of the Nordic countries. 
The corporate language is English, but the company 
produces a large quantity of standard documents and 
correspondences in the Scandinavian languages. 
Maintaining and updating the standard documents 
requires a lot of work, together with detailed knowledge 
about the company working processes, the relevant 
domain(s), and the legislation in the relevant countries. 
The company wants to systematise and automate their 
document production and has therefore acquired a 
system for semiautomatic saving and production of 
standard documents. This system is currently being 
tuned to the needs of the company. 
 
In order to use the system in an optimal way, the 
company is systematically storing knowledge about the 
content of their documents. The aim of constructing 
such a knowledge system is not only to make the 
document production and maintenance more effective, 
but also to increase the quality of the documents as well 
as the knowledge-sharing inside and in-between the 
different departments of the company. Because the 
quantity of standard documents is very large, it is 
important to be able to find relevant documents and/or 
text chunks in an easy and flexible way, preferably by 
natural language queries.  
 
All the involved Nordic languages are to be supported 
by the system, and therefore a system covering all the 
involved languages as well as English constitutes the 
final goal of the initiative.  
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HLT is applied in the project as a facility to semi-
automate the ����
��� of the knowledge organisation 
system on the basis of existent documentation as well as 
a facility to be applied in content-based ������ and 
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In this paper we mainly describe methodologies for 
building the ontologies of the relevant domains, and we 
primarily focus on the building of the ������ sub-
ontology. There are several reasons for this: first of all, 
we have chosen to apply a linguistic, textual basis for 
ontology building; that is to take the documents of the 
company as our starting point. In this context, the 
Danish documents  were the ones easiest at hand for the 
Danish VID project, and furthermore, the Danish 
branch office are the initiators of the knowledge 
organisation project and have therefore – as a 
preparatory action -  invested considerable time in 
structuring and streamlining their standard documents 
during the last few years. Last but not least, the Danish 
material gave us a possibility to combine, adjust and 
validate - on a realistic case - the Danish HLT 
components that have been developed at CST during 
the last few years, one of the primary ones being the 
recently finalised Danish computational lexicon, STO 
(cf. Braasch & Pedersen 2002 and Braasch & Olsen 
2004).  
.  
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In order to automatically generate term lists as a 
backbone for the ontology, corpora from two different 
domains have been constructed in the project, 
encompassing standard documents and instructions 
about how to use these standards. The corpora are 
relatively small; the first corpus containing approx. 
87,000 running words, the second approx. 23,000.  
 
For the term list generation, we apply and refine a 
methodology proposed by Jørgensen et al. (2003). The 
refined methodology consists in the following steps:  
 
•  tokenising,  
•  POS tagging,  
•  lemmatising using the morphology encoding in the   

Danish computational lexicon, STO,  
•  extracting nominals, verbs and adjectives,  
•  comparing these with a list of approx. 65,000 

general language lemmas in the STO lexicon,  
•  proposing lemmas that do not occur in STO as 

term candidates, and finally 
•  extending the term candidate lists by automatically 

finding additional term candidates by looking at 
words in the original list which are encoded as 
general language words in STO, but which are part 
of extracted compound terms, such as ����� (fee)  
which is a component of the term 
��������
������� (extension fee).  

 

Examples from the automatically generated term lists 
are seen in Figure 1 and read as follows: total number of 
occurrences of the lemma in the corpus, the lemma 
itself, the POS tag (N for noun, EGEN for proper noun), 
and the number of occurrences of each inflected form in 
the corpus. 
 
142 nyhedsundersøgelse N (93 nyhedsundersøgelse/N -, 45 
nyhedsundersøgelsen/N -, 4 nyhedsundersøgelsens/N_GEN -) 
111 epo EGEN (111 EPO/EGEN -) 
101 patenterbarhedsprøvning N (85 patenterbarhedsprøvning/N -, 16 
patenterbarhedsprøvningen/N -) 
99 prioritetsdato N (43 prioritetsdato/N -, 56 prioritetsdatoen/N -) 
88 pct-ansøgning N (72 pct-ansøgning/N -, 14 pct-ansøgningen/N -, 2 
pct-ansøgningens/N_GEN -) 
84 ansøgningstekst N (41 ansøgningstekst/N -, 43 
ansøgningsteksten/N -) 
62 præliminær ADJ (54 præliminær/ADJ -, 8 præliminære/ADJ -) 
50 nyhedsrapport N (23 nyhedsrapport/N -, 27 nyhedsrapporten/N -) 
48 designering N (14 designering/N -, 2 designeringen/N -, 32 
designeringer/N -) 
47 indleveringsdato N (27 indleveringsdato/N -, 20 
indleveringsdatoen/N -) 
38 epc EGEN (38 epc/EGEN -)  
37 grundansøgning N (33 grundansøgning/N -, 2 grundansøgningen/N 
-, 2 grundansøgningens/N_GEN -) 

Figure 1: Extract of automatically generated term 
candidate list 

 
We have also extracted multiword term candidates and 
collocation candidates automatically using pointwise 
mutual information of the tagged bigrams and trigrams 
in our corpus (Church and Hanks, 1989). Mutual 
information was calculated with the CMU-Cambridge 
Statistical Language Tool (Clarkson and Rosenfeld, 
1997). Furthermore we reduced our tag-set to 
exclusively indicate word-class information. Thus tags 
such as N_GEN (nominal-genitive) and V_PRES (verb 
in present form) were changed to N and V respectively. 
In the resulting analysis we focused particularly on 
bigrams and trigrams with high mutual information and 
consisting of subsequent nominals (proper nouns and/or 
common nouns) and on nominals followed by a 
preposition and a nominal. Many of the phrases 
extracted were English company names or 
organisations, countries, and names of patent-related 
standards. Examples of these phrases are in figure 2.  
	
saudi EGEN arabien EGEN 
eurasian ADJ patent N office N 
information N disclosure N document N  
det PRON_DEMO ikke-registrerede ADJ design N 
(the unregistered design) 
ef EGEN  design N (EC design) 
skånefrist N for PRÆP design N  (protective time-limit for design). 

Figure 2: Extract of automatically generated multiword 
terms 

 
When identifying terms as the basis for the ontology, 
we distinguish between terms and the concepts these 
terms represent. Terms and term synonyms may change 
rapidly and though the semantic meaning of a term’s 
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abstract concept is not independent or everlasting as e.g. 
numbers, concepts of this domain are at least more 
stable than their linguistic expressions. In the presented 
approach, the term representations of the concepts are 
considered lexical entries belonging to a terminology 
database that is developed to interact with the 
ontology1.  
 
One interesting aspect that deserves mentioning, is the 
fact that most of the texts consist of standard documents 
with open slots meant for instanciation. This 
characteristicum has required some tuning of the input 
texts2 and of the language tools (particularly tokeniser 
and tagger) in order to obtain the desired precision in 
the preprocessing procedures. At the same time, 
however, it has the clear advantage that instances like 
proper names (of i.e. appliers and lawyers) and dates are 
not very frequent in the texts. This means that most of 
the terms on the automatically generated lists actually 
refer to ontological concepts relevant for the ontology 
building. However, some proper names ���	 of 
terminological relevance; and these are – not 
surprisingly - present in the standard documents. 
Examples of such are country names related to different 
IPR legislations as well as relevant institutions like 
�������	
�	������������������. Such proper names are 
encompassed by the ontology and referred to as 
instances (cf. section 3.3). 

0$������
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The lists of term candidates including collocations and 
multiword terms and the list of relevant general word 
candidates have subsequently been evaluated by the 
term experts in the company by means of a two-step 
procedure; first obvious mistakes have been discarded. 
For instance, some of the found collocations were not 
relevant to the specific domain (but were interesting 
from a linguistic point of view), such as ��	 ������	 ��� 
(out of consideration for). Secondly, the experts have 
considered possible extensions of the lists on the basis 
of additional knowledge. The experts added to the list a 
number of terms (approx. 16%) which were not 
contained in the text corpora. These are excluded from 
the evaluation of the automatically extracted term 
identification, but they indicate that the corpora we 
received did not cover all the terminology used in the 
two departments. 
Precision, i.e. the proportion of identified terms that are 
relevant, is 71,14%. Recall, i.e. the proportion of 
relevant terms that were identified,  is 77,24 %. 
The low precision was partly due to the fact that some 
words had been wrongly marked as content words by 
the tagger. This was especially the case in sentences 
containing foreign words. Other errors were due to the 
fact that some of the term candidates are terms which 
were used by the company at the time the documents 
were written, but which have in the meantime been 
substituted by new synonym terms. Finally a group of 

                                                      
1 Note that for clarification purposes we begin concepts 
with a capital letter, whereas terms are in italics. 
2 Open slots in the standard documents have been 
replaced with dummies with appropriate word tags. 

words were general language words, but were not 
encoded in our lexicon. Some terms were not 
recognised because they were encoded in our lexicon as 
general words. This was especially the case for juridical 
words such as ��� (law) and 

���
� (court of justice). 
 
We are currently investigating, in the line of Jaquemin 
(2001), whether using the terms in a patent term 
dictionary, in addition to the STO lexicon,  can improve 
the process of extracting terms from the text corpora. 
 

-*-��2�������
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One of the aims of the project is to share research 
results with the participating companies in the project, 
and our focus is on the (re)use of data on intranet and 
internet as well as on the integration of ontological 
information with other metadata types such as those 
defined in Dublin Cor). Therefore we decided to use the 
standard W3C Ontology Web Language (OWL) 
(http://www.w3.org/TR/owl-ref/) as ontology encoding 
language and exchange format in the project. As 
encoding tool we used Protégé-2000 (beta-version) and 
the corresponding owl plugin, both  developed at 
Stanford University (http://protege.stanford.edu/).  
Protégé-2000 was chosen because it is freely available, 
could be run by all the project participants and is 
already used by some of the partners. For further 
argumentation, see Pedersen, Navarretta & Haltrup 
(2003). 
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We refer to the ontologies that we develop in VID as 
����������	 
��
�
���� for three reasons: (i) they are 
linguistically ‘anchored’ being produced primarily on 
the basis of text corpora, (ii) they are language specific 
at the lower levels, in this case Danish although mapped 
into a language-independent upper level-ontology (iii), 
they address linguistic problems like synonymy, 
synonymous expressions and polysemy. The ontologies 
are constructed with a combination of bottom-up and 
top-down strategies.   
 
The lower nodes are established bottom-up on the basis 
of the term lists and the generated corpora. In Figure 3 
are given extracts from the bottom layer concerning 
administrative procedures in the patent domain. The 
class Gebyr (fee) regarding patent applications has 16 
different subclasses relating to all the different fees 
relevant for the domain. Relations are encoded by 
means of properties and are primarily established 
between two classes; in this case relations are 
established between fees and payment as well as 
between fees and expenses.  
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Figur 3: The concept Årsgebyr (Annual fee) and its 
term synonyms ��������	and ���������	as well as its 

relations to Betaling (Payment) and Omkostning 
(Expenses) 

 
 
As mentioned previously, the ontology also includes 
instances in terms of proper names of terminological 
relevance. Figure 4 illustrates the concept Styrelse 
(Management/Administration) and one of its instances: 
�������	
�	������������������. 
 

 
 

Figure 4: Instance of Styrelse 
(Government/Administration) 
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Building the middle layer has proven to be the most 
difficult part of the task; and this part of the ontology is 
still under development. The company is currently in 
the phase where the actual needs and demands of the 
ontology are getting more and more specific during the 
development of the system (see also Navaretta et al. 
2004 for considerations on the system architecture).  
 
Apart from the term lists, two sources are heavily drawn 
upon for the construction of the middle layer. Firstly, 
the term experts play a central role in this phase since 
the concepts of the middle layer are partly metaconcepts 
referred to in the texts (such as Ansøgning, 
‘application’), but also concepts introduced by the 
experts themselves as a structuring device (such as 
Officielt_dokument� ‘official document’).  
 
A second source is a company specific patent 
dictionary, which has been scanned in order to construct 
an electronic version. This source proved to be of 
considerable relevance and help for the ontology 
structuring of the middle concepts. Term definitions 
from the patent dictionary include a genus proximum 
(closest superconcept)  - sometimes already present in 
the term list; sometimes not -  and these function as 
middle layer concepts providing the basic structuring of 
the bottom layer. To give an example, �����������
����� 
(justification trial) is defined as a �������	(trial) during 
which it is tested if a prohibity injunction is issued 
correctly.   

-*6���
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The top-down strategy consists of organising the higher 
levels of the ontology adapting the top categories from  
the SIMPLE (Semantic Information for Plurilingual, 
Multifunctional LExica) Core Ontology which contains 
approx. 135 upper level concept categories (cf. Lenci et 
al. 2001, Pedersen & Paggio (2004)).  
 
The SIMPLE ontology is multidimensional applying 
orthogonal inheritance in that it applies the four-
dimensional qualia structure proposed by Pustejovsky 
(1995) and consequently organised according to the 
four qualia roles Formal, Constitutive, Agentive and 
Telic. It is originally built as an organisational tool for 
the encoding of concept lexicons in 12 different 
European languages and therefore meant to facilitate 
multilingual mapping. Like in formal ontologies 
(SUMO, DOLCE, BFO and others3), inclusion defines 
the basic skeleton of the ontology,  however, in contrast 
to these, the characterisation of the categories relies on 
linguistic tests and not on a formal characterisation 
based on axioms. 
 
One of the fundamental assumptions behind the 
SIMPLE ontology is that concepts vary in their internal 
complexity. Simple types are applied to basic categories 

                                                      
3For SUMO (Suggested Upper Merged Ontology), see  
Sevcenko (2000), DOLCE (A Descriptive Ontology for 
Linguistic and Cognitive Engineering), see Masolo et 
al. 2003, and for BFO (Basic Formal Ontology) see 
http://ontology.buffalo.edu/bfo/BFO.htm. 
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and to concepts with ����
	 ��
������� (as presented in 
Guarino 2000:Sec.3.1) such as ������	 �sky’�	 ��
���	
‘flower’�	 and �����	 ‘hill’� Basic categories are 
considered to be monodimensional and thus only inherit 
from the formal role. They can be defined in terms of a 
monodimensional hierarchy by which we mean that 
they are organised uniquely by means of hyponymy 
relations. In contrast, unified types are 
multidimensional with multiple coordinates although 
also ��
��
�
	on a simple type.  
 
We have encoded the SIMPLE Ontology in OWL; an 
extract can be found in figure 5. Examples of 
multidimensional concepts inheriting from Constitive, 
Telic and Agentive respectively, are such as BodyPart, 
Artifact and MovementofThought, whereas examples of 
simple types are such as OrganicObject and Location.  
 
 

 
 

Figure 5: Sample of SIMPLE classes 
 
The lower and middle nodes are linked to the SIMPLE 
categories manually, applying the linguistic tests 
provided with the SIMPLE Guidelines (Lenci et al. 
2000a). Examples of linguistic tests as a 
characterisation of a class is given below for the class 
AgentOfPersistentActivity (Lenci et al. 2000a:207): 
 

1. Do not allow locative modifiers to make 
reference to the event ( 
��	��	�	��
�������	��	
!�����	"	# 
��	��	�	��������	��	!�����). 
2. With the exception of items denoting habits, 

they do not allow temporal modifiers ($�����
��	
��
�������	"	#$�����
��	��
����%	���&����	
����
����	"	#	���&����	'�
������).  
3. With numeral modifiers only individuals can 

be �
����
	(��'�	

��
�� = 5 different individuals; 
��'�	����
���� = 5 or less individuals, namely you 
can also count the events irrespectively of the 
individuals). 

4. If the defining event is negated the result is not 
a contradiction - with the exception of habits -, 
unlike with temporary nouns (e.g.,  
��	��	�	
'�
������	���	

��	�
�	����	���	'�
���	����
��	"	
# 
��	��	�	���������	���	

��	�
�	���'��	����
��).  
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At present we are investigating to which extent 
clustering methods can be used to support the process of 
constructing ontologies and to validate the manual 
categorisation. We have started collecting a large 
domain-specific corpus which we will use in clustering. 
In the first phase of the project we have mainly used 
POS-tagging and morphologic information in STO in 
order to lemmatise our corpora. We are now 
investigating to which extent syntactic and semantic 
information encoded in the STO lexicon can support the 
construction of the ontology, especially the encoding of 
relations between concepts and constraints on the 
encoded concepts. 
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The above ontology is language dependent and reflects 
aspects of the Danish patent world. However, this is as 
mentioned a multilingual environment requiring 
identification of relationships and differences between 
concepts, also across languages.  
 
The proposed approach involves the creation of an 
upper-level domain-specific language-independent 
ontology combined with a number of language 
dependent ontologies representing the Scandinavian 
languages. We propose to apply an approach similar to 
the one applied in Vatant (2003) by linking the 
language independent ontology to the language 
dependent ontologies via SAMEAS relations - and 
similarly to link identical concepts in a subset of the 
language dependent ontologies with the same 
relationship. An example demonstrating ontology 
linking between the Danish ontology and a language-
independent ontology is seen in figure 6. 
 
 
<owl:Class rdf:ID="Gebyr"> 
<owl:sameAs 
rdf:resource=http://www.cst.dk/ontology/otm.xml#fee       
</owl:sameAs> 
 </owl:Class> 

Figure 6: SameAs relations in OWL 
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In this paper we have presented ongoing work in the 
Danish VID project. The results achieved until now can 
be summarized as follows: The practical exercise of 
combining and refining existing Danish HLT tools for 

Alessandro  Oltramari
34



term extraction (in particular the Danish tagger, 
lemmatiser and STO lexicon) on real business text 
material has proven feasible and efficient although 
several practical problems have been encountered. One 
of these problems relates to the Danish STO lexicon, 
where we can conclude that part of the so-called ‘grey 
zone’ vocabulary in STO overlaps with what the 
domain experts consider to be relevant terms in the 
specific domain. This is particularly the case for 
juridical terms. As indicated above, we are therefore 
investigating whether using a patent term dictionary in 
addition to the STO lexicon,  can improve the process 
of extracting terms from the text corpora. The coverage 
and the quality of the data produced semi-automatically 
from the corpora are continuously evaluated by the 
company experts. In spite of the reservations 
mentioned, the results of these evaluations are 
promising and indicate that HLT is useful as a 
substantial support to the construction of knowledge 
organisation systems.  
 
As regards ontology building, we have again focused on 
the anchoring in actual text. We claim to build linguistic 
ontologies, and this is one of the reasons for applying 
the SIMPLE top ontology which uses linguistic tests as 
a characterisation of its classes. However, the middle 
layer requires inclusion of extra-textual knowledge, and 
here the term experts and term definitions play the 
central role. An evaluation of the constructed ontologies 
as backbone of a semi-automatic document production 
system will be carried out when the ontologies are fully 
integrated in the document production system.  
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Abstract
The pervasive computing environments of tomorrow will typically consist of a large heterogeneous collection of networked services.
In an ongoing research project, we are exploring ways to enable non-technical users to configure their environment. Our architecture
includes an ontology that precisely describes the available services, a formal language for defining user policies and a middleware
implementation of formal policies. In this paper, we analyse how existing natural language technologies can be applied to bridge the gap
from a natural language description of user policies to a formal representation.

1. Introduction

The pervasive computing environments of tomorrow
will typically consist of a large heterogeneous collection of
networked services. These could include services associ-
ated with physical devices such as printers, mobile phones,
motion detectors, and household heating systems, services
associated with non-physical resources such as personal
calendars or pdf to postscript converters, and services as-
sociated with intelligent agents that could, for example, de-
termine your current location, the location of your smart
trousers, or identify items that you need to include in your
next Internet shop.

We assume a model where service provision is medi-
ated through abroker which implements a collection of
policies that configure the actual services in the environ-
ment in a variety of ways. Policies can be used to automate
routine tasks and may involve instantiating underspecified
descriptions of events and/or combining different services.
For example, a user may have a policy to always use the
printer nearest to their current location. With knowledge
of this policy, we would expect a broker to route an under-
specified print request to the most appropriate printer.

Given the current state of the art, there are severe lim-
its on the kinds of policies that it is currently realistic to
expect a broker to implement, but there is clearly substan-
tial scope for configuring the basic set of actual services.
To some extent, it will be possible to preconfigure the ser-
vices provided by a broker (for example, by providing de-
faults that can be used to instantiate underspecified service
requests). However, there is clearly a need to allow users
to add personalised policies. For example, you might want
your phone calls forwarded to your answer machine when
your calendar indicates that you are busy, unless the caller
is a family member, and you aren’t in a meeting with your
boss.

Making it possible for non-technical users to configure
their environment through a broker represents a major tech-
nological challenge. Users cannot be assumed to have sig-
nificant technological expertise, indeed, they may not even
be aware of the existence of some of the moreinvisibleser-

vices in their environment. Furthermore, there is likely to
be a significant gap between the system of rules and con-
straints that determine the behaviour of the broker and a
user’s conceptualisation of their environment. This paper
arises from an ongoing research project in which we are
exploring the role that natural language (NL) descriptions
can play in bridging this gap. Our architecture includes an
ontology that precisely describes the actual services, a for-
mal language for defining policies, and a middleware im-
plementation of formal policies1. In the remainder of the
paper we present an analysis of how existing NL technolo-
gies can be applied to this problem.

2. An Abstract Policy Representation
Language

In order to modularise the problem, we consider an ar-
chitecture which has an (unambiguous) abstract policy rep-
resentation language at its centre (see Figure 1). This lan-
guage is “spoken” (or manipulated) by all of the agents in
our system, which we envisage including the policy bro-
ker, a natural language user interface (NLI) and a graphi-
cal user interface (GUI). Given some unambiguous formal
language, we are left with the smaller problems of develop-
ing the individual agents that can manipulate it. For exam-
ple, the NLI, which is the focus of this paper, is required to
“translate” from user policies expressed in natural language
to user policies expressed in the formal language.

The design of the formal language is the subject of on-
going research within our project. Here, we will just give
a flavour of what might be required. We will start by dis-
cussing the domain ontology, which is used to establish a
shared terminology between the agents. We will then dis-
cuss how policies might be expressed with reference to con-
cepts in the ontology.

1The latter is also being developed within our project (Owen
et al., 2003; Robinson and Wakeman, 2003) but is outside the
scope of this paper
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Figure 1: System Architecture

2.1. Domain Ontology

Throughout this paper we will use an office scenario to
explore the issues in generating interpretations of NL policy
descriptions. In this scenario there are classes ofobjects,
corresponding to entities such as printers, scanners, docu-
ments and users and classes ofevents, which correspond
to different types of services within the environment. For
example, events may be userrequests, e.g., “print docu-
ment A”. Other events may be systemnotifications of state
changes, e.g., “user B is in the office”.

The ontology is a shared terminology which captures
the properties of and relationships between objects and
events. For example, printers are devices with attributes
including name, location and status; and print events are
user requests that involve a user, a file and a printer.

Recent interest in the Semantic Web (Berners-Lee et al.,
2001) has led to a proliferation of potential ontology rep-
resentation formalisms. Baader et al. (2003) note that
description logics (DLs) are ideal candidates for ontology
languages since they provide a well-defined semantics and
powerful reasoning ability. Further, as noted by Stevens
et al. (2001), they are the underlying logical formalism of
the web ontology languages OIL (Fensel et al., 2001) and
DAML+OIL (Horrocks and Patel-Schneider, 2001), whilst

being more intuitive to the human user.
Using DL, descriptions of concepts within the do-

main are built from atomic concepts (unary predicates) and
atomic roles (binary predicates). Figure 2 shows a fragment
of the concept hierarchy for our office scenario expressed in
a typical DL. For example, the concept printer is declared
as a subconcept of device and printers have attributes (func-
tional roles) such ascolournessandstatus. colournessis
declared as a total attribute of the concept printer since ev-
ery printer is related to exactly one ColourValue. Follow-
ing Borgida and Brachman , we use the concept constructor
the to declare total attributes.

Other roles, however, are relational rather than func-
tional i.e., they do not define a one-to-one mapping. For
example, the expression Emailv ∀recipient.User u ≥
1 recipient states that every recipient of an Email event is
a User and that there is at least one recipient.

The relatively intuitive syntax of this DL makes it ideal
for generating from natural language. For example, we can
represent the natural language expression “an online colour
printer” using the description:

x ∈ Printeru∃colourness.COLOURu∃status.ONLINE

In order to be able to distinguish between individual ob-
jects (e.g., a particular printer) and values (e.g. an integer
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Object v TOP u the name.String

PhysicalObject v Object

u the location.PhysicalLocation

Device v PhysicalObject

Printer v Device

u the colourness.ColourValue

u the status.StatusValue

u the duplicity.DuplexValue

u the idletime.Duration

Scanner v Device

u the colourness.ColourValue

u the status.StatusValue

u ....

User v PhysicalObject

ElectronicObject v Object

File v ElectronicObject

u the colourness.ColourValue

u the security.SecurityValue

u the owner.User

u the format.FormatValue

u the size.Size

Document v File

u the version.VersionValue

u the length.Length

Event v TOP u the id.String

Request v Event

Print v Request

u the agent.User

u ∀patient.File

u ≥ 1 patient
u ∀target.Printer

TurnOn v Request

u ∀patient.Device

u ≥ 1 patient
Email v Request

u the sender.User

u ∀recipient.User

u ≥ 1 recipient
u themessage.String

u ∀attachment.File

ClassObject v TOP u the name.String

Relation v TOP

Nearest v Relation

u the objectclass.ClassObject

u the location.PhysicalLocation

u the individual.Object

Figure 2: Fragment of the office scenario concept hierarchy

or the value “COLOUR”), we allow attributes to have val-
ues from concrete domains (Horrocks and Patel-Schneider,
2001). For example, thelengthof a Document is anINTE-
GER and is indistinct from anotherINTEGER with the
same value. Similarly, the concept ColourValue is not de-
fined in terms of other concepts and roles but in terms of
the individual values:

ColourV alue ≡ {COLOUR,MONO}

Having declared the primitive concepts and roles in our
scenario, it is also possible to define new ones. For exam-
ple, we might want to define a long document as a docu-
ment with more than 10 pages:

Documentu the long.TRUE ≡ Documentu ∃length > 10

We also want to model superlative concepts e.g. “the
longest document”, “the busiest printer” and “the nearest
printer to me”. This type of information is most naturally
associated with the entire concept rather than with each
of its individual instances (Borgida and Brachman, 2003).
However, as noted by Borgida and Brachman, DLs do not
currently have the ability to be able to treat concepts as
objects (as might be possible in some object-oriented sys-
tems). Thus it is necessary to create a meta-individual that
is related to the concept by a naming convention. For ex-
ample, we might create the individual PRINTER-CLASS-
OBJECT (as an instance of the ClassObject concept) and
attach the information regardingbusiestand nearestas
roles of this individual. However, certain relationships,
such asnearest, will have to be reified (i.e. represented
as a concept rather than a role) as they involve more than
two objects. For example, Nearest is a ternary relation be-
tween a concept or class of objects, a physical location and
an individual object.

Our discussion so far has focussed on the concept hier-
archy. Most DLs also support the notion of a role hierarchy.
In our example, there is a similarity between thepatientrole
of a Print event (what is being printed) and themessage
role of an e-mail event (what is being e-mailed); and also
between thetarget role of a Print event (where it is being
printed) and therecipient role of an e-mail event (where
it is being e-mailed). We will model these similarities by
turning each pair of roles into sub-roles of a common super-
role. Davis and Barrett (2002) note that very general roles
prove useful for stating linguistic regularities in the linking
between semantic roles and syntactic arguments, which is
something we aim to exploit in our mapping between natu-
ral language and logical descriptions.

Finally, we note that our domain ontology is intended
to encode only the concepts, objects and services specific
to the user’s environment. When new services are added, a
description must be included by the service provider which
will allow it to be incorporated into the ontology. Our on-
tology will be integrated with existing high-level ontologies
such as the Suggested Upper Merged Ontology (SUMO)
(Pease et al., 2002) to provide definitions of non-domain
specific concepts such as time. Current research (Pease and
Fellbaum, 2004) on integrating the machine readable dic-
tionary WordNet (Fellbaum, 1998) with SUMO increases
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User Policy Set
1 Normally, I use lja.

If lja is off-line, I use ljx.
If the document consists of more than 15 or 20
pages then I use ljb.
If the document is in colour then I might use cclj.

2 I primarily use printer cork, because its near my
desk.
If the document is long and only a draft then I
will use ljb.

3 If I am printing the final copy of a document
which is in colour, then I will print it on cclj.
Otherwise, if the document is long I will print it
on ljb.
Otherwise, I use the closest printer.

Figure 3: Excerpts from user statements describing how
they select what printer to use

its appeal for use with natural language. In order to in-
tegrate our ontology with SUMO, it will be necessary to
provide a mapping between the DL representation of our
ontology and a KIF or DAML representation.

2.2. User Policies

There is a range of different types of policies that a user
might want to express:

default rules: filling in the gaps in an underspecified user
request, possibly based on the characteristics of other
objects involved in the event.

ontological definitions: defining a new concept or role in
terms of other concepts and roles.

rewrite rules: changing a user request under some speci-
fied condition.

blocking rules: blocking a user request under some speci-
fied condition.

event generation: generating a new event on the basis of
a trigger event.

In this paper, we focus on default rule policies, which
have a first order logic (FOL) interpretation. Ontological
definitions can also be expressed in FOL since they are as-
sertions in English. We expect to be able to apply much
of our work on default rule policies to ontological defini-
tions. We also note that there is previous work (Pease and
Murray, 2003) on the translation of ontological definitions
from controlled English to logic. Rewrite and blocking
rules present problems for any monotonic logic formalism,
since the consequents of these rules may contradict other
facts in the database (including the conditions of the rule).
Event generation policies are similar in form to the com-
plex sentences used in task-oriented dialogues (Balkanski,
1992) and their logical expression is the subject of ongoing
research.

With a view to collecting real-life policies, we per-
formed an initial study of how users manage a collection

of available printers, and how they might express their
policies using natural language. In the study, twenty-four
users within a university department were asked to write
down how they decide what printer to use. Figure 3 shows
some typical examples extracted from their statements. In
many cases, a default rule or policy could be applied which
would, say, route a colour document to a colour printer if
the target of the print event is unspecified. In principle, this
rule could also be interpreted as a rewrite rule and apply
when the broker receives a print request in which a specific
printer is specified, but whether or not this is desirable, and
how problems relating to this can be resolved is a complex
issue that is outside the scope of this paper.

Another issue that is clear from our study is that policies
cannot be interpreted in isolation. In addition to a policy
about colour documents, a user may also have a policy to
print long documents on a double-sided printer. One com-
plication here is thatlongdoes not have a precise definition
and thus a policy is required stating how it should be inter-
preted in this context. A second complication is the possi-
ble interaction or conflict between these two policies. What
happens if the user attempts to print a document which is
colour and in its final version and long? In this case, it
may be possible to print the document to a duplex, colour
printer. However, this may not be what the user wants and
even if it is, it may not be possible given the actual services
available i.e., there may be no double-sided, colour printer
in the user’s domain.

One possible solution is to interpret the semantics of
user policies as preferences or soft constraints (e.g., Bar-
tak (2002)) on the broker’s reasoning. In the above exam-
ple, a preference for a colour printer and a preference for a
double-sided printer will be generated. We can also model a
preference for a certain default printer, or an on-line printer,
or the nearest printer to my current location in terms of con-
straints. The problem of finding an appropriate printer then
becomes one of (possibly weighted) constraint satisfaction.
Figure 4 shows constraints that we might wish to generate
for a set of policies.

Another approach, which could be used alongside or in-
stead of constraints, is to provide a multimodal interface
which will allow the user to simulate and debug their own
policies. For example, using the interface, a user could se-
lect which policy has highest priority. Using this type of
model, the system can be thought of a tool for aiding the
translation between different policy representations: NL,
logical, graphical and software implementation.

3. From NL Descriptions to Constraints
Our general approach to obtaining constraints from NL

policy statements is fairly standard (Allen, 1984) and in-
volves mapping syntactic structure in the natural language
to the semantic representation provided by the ontology.
This section describes some of the more interesting details.
In particular, we will discuss the recovery of syntactic de-
pendencies using a shallow parser, extension of the lexicon
using pre-existing lexical resources and distributional sim-
ilarity methods, word sense disambiguation using knowl-
edge of the semantic argument types from the ontology and
recovery of implicit event participants using the ontology.
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No. NL Description Policy Constraint Strength
1 Always print colour documents on a

colour printer.
x ∈ Print u patient.(Documentu colourness.COLOUR)→
x ∈ target.(Printer u colourness.COLOUR)

Strong

2 I usually print draft copies double-
sided.

x ∈ Print u agent.name.$Usernameu
patient.(Documentu version.DRAFT) →
x ∈ target.(Printer u duplicity.DRAFT)

Weak

3 I never print confidential documents
on lja.

x ∈ Print u agent.name.$Username
u patient.(Documentu security.CONFIDENTIAL) →
x 6∈ target.(Printer u name.′lja′)

Strong

4 Never send documents to an off-line
printer.

x ∈ Printu patient.Document→
x 6∈ target.(Printeru status.OFFLINE)

Strong

5 By default, I print documents on the
closest printer.

(x ∈ Print u patient.Document
u agent.(name.$Usernameu location.y))
∧ w ∈ (Nearestu objectclass.PRINTER-CLASS-OBJECT
u location.y u individual.z) → x ∈ target.z

Weak

Figure 4: Examples of NL policies and corresponding constraints

Always

iobj
mod

documents printer

ncmod

a colourcolour

ncmod detmod

dobj

print

(dobj, print:2_VV0, document+s:4_NN2)
(iobj, on:5_II, print:2_VV0, printer:8_NN1)
(ncmod, document+s:4_NN2, colour:3_NN1)
(ncmod, printer:8_NN1, colour:7_NN1)
(detmod, printer:8_NN1, a:6_AT1)
(mod, print:2_VV0, Always:1_RR)

Figure 5: Dependency analysis for the user policy “Always
print colour documents on a colour printer”

3.1. Shallow Parsing

Shallow, dependency-based parsing can be used to de-
termine the local, grammatical relations between the words
in a sentence. These grammatical dependencies are closely
related to the logical dependencies that hold between ob-
jects and events in our ontology. A key advantage of shal-
low parsing over deep syntactic analysis is its robustness.
We aim to show that combining dependency-based parsing
with the domain ontology will provide a robust and accu-
rate approach to the interpretation of NL policy statements.

Our approach makes use of the RASP toolkit (Briscoe
and Carroll, 2002), a pipelined, modular parsing system
comprising separate processing stages for: tokenisation,
part-of-speech and punctuation tagging, lemmatisation and
shallow parsing. The output of the RASP parser is a depen-
dency analysis of the input sentence, represented as a set
of grammatical relations between lexical heads. An exam-
ple of a dependency parse for the user policy“Always print
colour documents on a colour printer”is shown in Figure
5, together with the corresponding set of grammatical rela-
tions that is output by the parser. The dependency structure
shows that“print” is the lexical head of the whole sentence,

and that it has a direct object (dobj)“documents”, an indi-
rect object (iobj)“printer” and a modifier (mod)“always” .
Further, the direct object“documents” is the lexical head
of the sub-phrase“colour documents”, where“colour” is
a (non-clausal) modifier (ncmod) of the head; and similarly
for the indirect object“printer” .

3.2. The Lexicon

The words used by the user need to be mapped onto
concepts in the ontology. We assume the existence of acore
lexicon that associates a small number of words or phrases
with each concept or class in the ontology. For example,
the core lexicon might well assign the wordprinter to the
concept or classPrinter in the ontology.

There are, of course, many alternative ways that the
same concept can be expressed, for example, by the use
of synonyms or hypernyms/hyponyms. Rather than trying
to include all of these directly to our lexicon, we are inves-
tigating how machine readable dictionaries (such as Word-
Net) and distributional similarity techniques can be used to
overcome sparseness of the core lexicon.

This approach is bound to introduce a certain amount of
noise, but the domain ontology can be used to resolve some
of the potential uncertainty in how to map from lexical
items into the ontology. For each wordw in the dependency
tree, a set of possible concepts in the ontology will be gen-
erated. Each possible conceptcwill have asimilarity score
cw associated with it which indicates the similarity between
the lexical itemw and the core lexicon’s entry for the con-
ceptc. For example, the lexical items associated with the
ColourValue concept in the ontology arecolour and
monochrome. However, if a user uses the termblack-and-
white, we identify that the user meansmonochromewithout
explicitly stating this in our domain ontology sinceblack-
and-white is synonymous withmonochromein WordNet
and can therefore be given a high similarity score. Simi-
larly, we can determine that a user who refers to acopy, as
in policy example 2, might be referring to adocumentsince
these are related in WordNet via their common hypernym
Writing, written material. As will be discussed in Section
3.3., where the user refers todraft copies, there is further
evidence for the document interpretation, sincedraft is a
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possible value of an attribute of a document.
There are at least two problems with using WordNet

to augment our domain ontology. First, a word may not
exist in WordNet. For example, there is no entry for the
word double-sided(in WordNet 1.6). Second, words tend
to have multiple senses in WordNet, many of which are un-
likely interpretations given the domain. To some extent,
the domain ontology can be used directly for disambigua-
tion. For example, we know that the most likely sense of
printer is the devicesense, rather than thepersonsense,
since the entry forprinter in the core lexicon maps it to the
printer concept in the ontology, which is a subconcept
of device . This idea can also be extended to words out-
side of the core lexicon. For example, there are four senses
of the wordcopyin WordNet 1.6. In our office scenario, the
highest similarity between concepts in WordNet occurs be-
tween the written material sense ofcopyand document, and
so disambiguation is comparatively straightforward. How-
ever, as the scenario and the ontology are scaled-up, the
process becomes more problematic.

These problems can be tackled using lexical distribu-
tional similarity methods (e.g., Weeds (2003)) to automat-
ically generate thesauruses from domain-specific corpora.
Such techniques can be used to find semantically similar
neighbours of words not in WordNet. Further, it has been
shown (McCarthy et al., 2004) that the most distribution-
ally similar neighbours of a word can be used to select the
most likely sense of a word in WordNet given the domain.
There is also related work (Buitelaar, 2001) which uses a
relative term frequency score to compute the domain rele-
vance of a term and thus of a concept in a semantic lexicon
such as WordNet. In both approaches, a domain specific
corpus is required (either to derive reliable similarity scores
or to compute domain relevance scores) and to this end, we
are in the process of creating large domain-specific corpora
consisting of text retrieved from the Internet using search
engines given words in the core lexicon as queries.

In any case, the result at this stage will be a set of pos-
sible referents within the ontology for each word in the ut-
tered policy together with an estimate of their plausibility.

3.3. From NL Dependencies to Logical Descriptions

Having mapped each lexical item onto a set of ontolog-
ical concepts, the next step is to use the output of the shal-
low parser and the ontology to determine the most likely
combination of concepts, and how these fit together. In
general, we disambiguate the referents of each local tree
of the dependency parse by finding the most coherant refer-
ents in the ontology: the most tightly located collection of
elements in the ontology.

In policy example 1, where each word used is mapped
to a single concept in the ontology, there is also a single
path through the ontology that links these concepts in the
way specified by the dependency tree. In general, we would
expect there to be a mapping between the grammatical de-
pendency relation and the semantic role in the ontology. In
the dependency tree, the wordsdocumentsandprinter are
the direct object and indirect object respectively of the verb
print. The corresponding concepts in the ontology can be
the patient and target arguments respectively of aprint

event. Similarly, the adjectivecolour modifies the nouns
documentsandprinter, which maps to the ontological fact
that colour is a value of a role that applies to both the
concepts ofdocument andprinter . Accordingly, we
can generate the following expression of the type of event
described by this NL description:

Print u patient.(Documentu colourness.COLOUR)
u target.(Printeru colourness.COLOUR)

In general, the problem is much harder since each word
used will map to a number of plausible concepts in the on-
tology. Thus, each combination of concepts will be scored
according to their syntactic dependencies and semantic co-
herence within the ontology.

There are three clear benefits of using an ontology to
generate logical forms. First, the ontology provides a cer-
tain amount of disambiguation. In policy example 4, we
can determine thatsendis referring to a print event since it
is applied to a document and a printer. This approach can be
used to disambiguate the wordsendbetween the concepts
print ande-mail . If we send a document to a printer
than we are referring to a print action whereas if we send a
document to a person then it is likely we are referring to an
e-mail action.

Second, the ontology can be used to identify parsing
errors. Although RASP is designed to be robust and ac-
curate, its precision and recall of dependency relations is
unsurprisingly less than human annotators. In particular, it
has low precision and recall for the indirect object relation
(Carroll et al., 1999). For example, the parser may incor-
rectly identify two words as having an indirect object rela-
tionship when they do not. We can identify this as a parser
error if the words do not map to concepts that are related by
the corresponding semantic role in the ontology. Further,
we might be able to use our knowledge of expected con-
cepts in particular roles to correct the parse or hypothesise
syntactic dependencies missed by the parser.

Third, the ontology can be used to discover implicit ar-
guments of events. In policy example 2, there is no explicit
mention of a printer. However, we can introduce a printer
into our logical representation of the event because the only
path through the ontology from print to double-sided (as-
suming our word similarity method has returned a high
similarity betweendouble-sidedandduplex) is through the
concept of printer. Thus the following logical expression
can be generated:

Print u patient.(Documentu version.DRAFT)
u target.(Printeru duplicity.DUPLEX)

3.4. Constraint Generation
The logical expressions we have generated so far de-

scribe an event but they do not express the desired con-
straint on the policy broker. In order to do this we need
to be able to determine which parts of the expression make
up the condition and which the consequent. We also need
to be able to deal with the verbal modifiers such asalways,
usuallyandnever.

In our printing policy examples, it is always the charac-
teristics of the printer used in a print event that are deter-
mined by the characteristics of other objects such as the
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document. In general, requests have arguments that are
required (and therefore their characteristics will make up
part of the condition) and arguments which may be under-
specified (and therefore their characteristics will make up
the consequent). This information is encoded in thequal-
ified number restrictionsin the ontological description of
the event. For example, thepatientrole of thePrint con-
cept has the restriction≥ 1, whereas thetarget role does
not. We are also planning investigative work to discover
whether the required information can be learnt from cor-
pus data. We expect to find that the conceptual arguments
that can be underspecified will correspond to the syntactic
arguments that can be omitted.

The verbal modifiers are also of key importance in de-
ciding the overall form of the constraint. However, we
note that there are a relatively small number of them and
therefore it is possible to enumerate them and their effects.
For example,alwaysproduces a strong positive constraint,
“usually” produces a weak positive constraint andnever
produces a strong negative constraint.

3.5. Eliciting Further User Input

As it stands, the system we propose generates a ranked
set of possible constraints for each NL policy statement.
Rather than trying to resolve any remaining ambiguity
(which may in any case be due to a truly globally ambigu-
ous policy), which could result in the broker acting in un-
desirable or unexpected ways, we envisage presenting the
user with the set of ranked alternatives. The user can then
select the desired logical form, which is a much simpler
task than generating it from scratch. It will also be possi-
ble to present undefined concepts (such as “long”) to the
user and request clarification as to the definition of a “long
document”. These clarifications will be in the form ofdefi-
nitional policies, which extend the ontology.

4. Conclusions and Further Work
This paper describes ongoing research on the use of nat-

ural language to express user policies in pervasive comput-
ing environments. The central issue addressed in this paper
is how the ontology is being used as the basis for inter-
preting NL descriptions, and in particular the referents of
the lexical items in the description. We have presented an
approach in which grammatical dependencies generated by
RASP are mapped to ontological relations expressed in DL.
Throughout the paper, we have highlighted areas and issues
which require further investigation. In particular, we are
investigating the range of possible user policies and their
characteristics, so that we can constrain the natural lan-
guage interpretations.
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Abstract 
We propose the Shakespearean-garden approach towards domain ontology construction in this paper.  In sum, we suggest that domain 
lexica can be extracted and obtained for non-standard knowledge backgrounds.  Once the comprehensive lexica are collected, a 
lexical interface between wordnet and our Sinica BOW can be applied.  It will allow each lexical item to a conceptual location on 
Sinica BOW.  With the WordNet and SUMO interface, as well as our bilingual correspondence program, each domain lexica can be 
mapped to a set of SUMO conceptual nodes.  These nodes will each be linked to the ontology.  We show that the domain ontologies 
can be constructed directly from synset-ontology pairs, or from the lexical information taken from Wordnet. 
 

1 Background 
1.1 Non-Standard Ontology 

The construction of an ontology from a knowledge 
background which is substantially different from ours can 
be challenging yet rewarding.  We will refer to this type 
of ontology as ‘Non-Standard Ontology’ for lack of better 
terms.  Work on non-standard ontology presents a 
dilemma.  On one hand, the structure of knowledge is 
often neither explicated nor represented before the 
non-standard ontology is constructed.  On the other hand, 
to construct such an ontology, one needs to start with at 
least some pre-defined terms and conceptual taxonomy, 
which is in practice a small (upper) ontology.  For 
historical ontologies, it is very rare to find a synchronous 
ontology from the same period, such as Wilkins (1668).  
In this case, the structure of the synchronous ontology can 
be adopted and mapped to a modern system for study.  
However, for the knowledge domains with no existing 
ontological available, the greatest challenge also 
underlines the greatest potential to gain new knowledge.  
For instance, seventh century Chinese does not have the 
same scientific knowledge or the philosophical tradition 
that the current academic world holds to be common.  
Hence, even though there is much knowledge to be gained, 
there is also very little to fall back to as the working 
hypothesis.  We will show in this paper how such 
dilemma can be resolved with successful integration of 
lexical resources and upper ontology. 

1.2 Some Basic Facts 
The target ontology of this study is the ontology of the 

Tang dynasty (618-907AD).  In this pilot study, we work 
with the text of the collection of the Tang 300 Poems.  We 
adopt SUMO as our upper ontology.  The lexical 
resources used include the domain lexica extracted from 
the text and the English-Chinese bilingual wordnet system 
Sinica BOW. 

2 The Shakespearean-garden Approach 
We propose a Shakespearean-garden approach to the 

construction of non-standard ontology.  This approach is 
both lexicon-based and domain-driven.  A Shakespearean 
garden collects and grows all plants referred to in 
Shakespearean texts.  The purpose of a Shakespearean 
garden is to replicate the botanic knowledge and flora 
experience of Shakespearean England.  A Shakespearean 
garden works because we can reasonably assume that the 

plants we collect now are by and large identical to the 
Shakespearean plants and have the same functions.  
Similarly, when constructing a non-standard ontology, we 
propose to start with concrete sub-domains.  A chosen 
domain must have two properties: that it plays roughly 
equivalent roles in the knowledge backgrounds of the 
target ontology and the reference ontology (i.e. our 
contemporary ontology); and that it is empirically 
verifiable with lexical resources supporting the target 
ontology.  Even though the Shakespearean-garden 
approach does not guarantee a complete ontology, it will 
lead to very reliable domain ontologies.  When there is 
sufficient data and knowledge collected, these domain 
ontologies can be further linked to approach a complete 
ontology of the target knowledge domain.   

Our approach requires a shared upper ontology as the 
anchor for bootstrapping and for comparative studies.  
We assume that when two knowledge systems are studied, 
there will be no meaningful comparison unless both of 
them can be put in the same representational framework.  
In the current work, we adopt SUMO (Suggested Upper 
Merged Ontology, Niles and Pease 2003) as the 
framework for ontological representations.  SUMO was 
constructed with the explicit goal to serve as the upper 
ontology of varying knowledge domains by the IEEE’s 
suggested upper ontology workgroup.  In other words, 
SUMO is supposed to be versatile and has robust coverage 
of general concepts used by different ontologies.  Since 
SUMO is attested with many contemporary knowledge 
domains, it offers a good foundation for our comparative 
study of non-standard ontology.  In addition, our 
application to a temporally and culturally far removed 
knowledge source offers a genuine challenge to the 
robustness of SUMO.  Lastly, as an upper ontology, 
SUMO avoids elaboration of lower level nodes.  Hence 
there is only a very low probability that it will run into 
contradictions with the expanded nodes of a non-standard 
ontology.   

While an upper ontology is adopted as the anchor for 
domain ontology construction, such an upper ontology 
may not contain all the finer-grained concepts necessary to 
fully represent the chosen domain.  Hence, we propose to 
use Wordnet to supplement the knowledge.  Wordnet as a 
lexical knowledgebase provides the natural interface 
between the domain lexica and SUMO (Niles and Pease 
2003).  In addition, for concepts not explicitly represented 
in the upper ontology, wordnet lexical semantic relations 
can be used to construct a conceptual taxonomy.   
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All the lexical and knowledge resources required for this 
approach are already integrated in Sinica BOW (Academia 
Sinica Bilingual Ontological WordNet, Huang et al. 2004).  
Hence we use Sinica BOW as the primary referential 
knowledgebase in this study.  Sinica BOW integrates 
three resources: WordNet, English-Chinese Translation 
Equivalents Database (ECTED, Huang et al. 2003), and 
SUMO.  Referring to Sinica BOW has three advantages.  
First, it allows access to both lexical semantic relation in 
WordNet and conceptual taxonomy in SUMO.  Second, it 
allows lexical search in either Chinese or English.  Third, 
it allows research information to be represented in either 
Chinese or English. 

Figure 1: The resource and structure of Sinica BOW 

3 Mapping Lexical Data to Ontology 
3.1 Preparing the Lexical Resources 

Tang civilization (618-907AD) was one of the most 
vibrant periods of Chinese civilization.  It welcomed and 
integrated elements from many of the neighboring 
non-Han civilizations.  In turn, Tang civilization was 
also venerated and imitated by neighboring countries.  
The Japanese civilization, for instance, borrowed 
generously from Tang, including the kanji writing system.  
It is not an exaggeration to claim that the classical roots 
of Japanese civilization are actually Tang civilization.  
Hence, the ontology of the Tang dynasty has far more 
implications than being an ontology of a long-gone 
historical period.  It may shed light on how 
heterogeneous knowledge systems integrate, as well as 
how a borrowed knowledge system develops in the new 
cultural background. 

As a pilot of the main study of constructing an ontology 
based on the more than 10 millions characters in textual 
archives from the Tang Dynasty, we construct an 
ontology based on the famous anthology of The 300 Tang 
Poems.  The text of the 300 Tang Poems contains 
slightly more than 15,000 characters.  This is one of the 
most important and popular collections of Chinese 
literature.  Its importance far out-weights its relative 
small size.  In addition, since it is poetry, the conceptual 
density, as represented by the lexical types contained, is 
high.  In this pilot study, the words and classification of 
words in the text are hand-tagged.  The choice of manual 
tagging is made because our tagger is not tested for 
domain classification, even though it performs the task of 
pos tagging very well.  The relatively small size of the 
text also allows manual work to be done efficiently.  The 
highly reliable result will serve as valuable training data 
for future automatic tagging classification.  There is 

already a classical Chinese tokenizer combining 
segmentation and tagging available from Academia 
Sinica.  This tokenization program, adopting the basic 
design of Chen and Liu (1992), is very robust and 
performed well in the first SigHAN Chinese segmentation 
bakeoff in 2003.  It has also successfully segmented 
over 5 million words of classical Chinese texts for the 
language archives project at Academia Sinica.  

Three sub-lexicons from the Tang 300 Poems were 
extracted for domain ontology construction: animals, 
plants, and artifacts.  A total of 176 words were assigned 
to the three domain lexica:  The animals lexicon 
contains 64 words; the plants lexicon contains 59 words; 
and the artifacts lexicon contains 53 words.  The result 
from the animal and plant domains will be reported in this 
paper.  These domains are chosen because their 
meanings are referential and rich.  Since they are 
referential, it is more likely to uniquely determine the 
meaning of each term.  On the other hand, these are 
familiar terms and important poetic devices used to 
invoke empathy or express feelings. 

The second step in the preparation of the lexical 
resources for ontology-building is the identification of the 
appropriate sense of each word for the target knowledge 
domain.  There are two issues involved here.  First, as 
most words are assigned more than one senses in wordnet, 
we need to identify the correct sense.  Second, as these 
words are used over 11 hundred years ago, some 
meanings may have become obscure or changed.  We 
need to identify the intended meaning.  A batch query on 
these 176 words was sent to Sinica BOW.  Of the 176 
words, only 100 words found complete matching entries 
in the Chinese part of the bilingual wordnet.  We then 
expand the query to include words that share the initial or 
ending characters.  The expanded query still left 24 
words with no possible matches in the current version of 
BOW.  These 24 words were later assigned correct 
translation and meaning with manual dictionary lookup.  
For words with direct sense assignment from WordNet, 
the link form BOW to SUMO ontology is utilized.  
When a sense does not belong to the target knowledge 
domain, it is discarded.  The senses that belong to the 
target domain by SUMO assignment is kept for next step.  
Even though there were in average 2.18 senses assigned 
for each word, the domain requirement quickly reduced 
the number of possible senses to close to one. 

It is important to notice that expertise knowledge is 
crucial in the identification of word senses when dealing 
with a non-standard knowledge domain.  A good 
example is the word mei2, with grass radical found in the 
Tang poems. Its dominant sense in contemporary Chinese 
equals to berry, as in strawberry ‘cao3mei2’.  However, 
further investigation showed that such sensed did not 
exist in Tang dynasty.  The word refers to a kind of 
moss instead.  In other words, although the Chinese 
character composition reinforces its position in the plants 
domain, its actual reference cannot be reliably determined 
by using standard lexical knowledge. 

Expertise knowledge and manual editing is also crucial 
for the words that do not find direct match in Sinica BOW.  
For example, hu2jia1 is a particular musical instrument 
that was first invented and played by the Tartar people 
and no longer commonly used.  Hence its lack of an 
equivalent in the English language is not surprising.  To 
solve this problem, we consult similar senses from 

Wordnet Offset 

SUMO Domain 

Domain LexiconsECTED WordNet 

Sinica BOW 

Domain Ontology
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Wordnet.  Since hu2jia2 is a kind of tubular wind 
instrument, we considered it to be a kind of pipe, which 
does occur in WordNet and is linked to SUMO. 

3.2 Constructing Domain Ontology 
Once each lexical item is assigned a unique correct 

Chinese sense and its corresponding English synset, it can 
be mapped through Sinica BOW to a SUMO conceptual 
node.  When there is no exact match, lexical semantic 
relations from WordNet are consulted to establish relation 
between a lexical item and SUMO.  For lexical items that 
are thus assigned to an appropriate SUMO node, the 
construction of the domain ontology is as simple as 
connecting two dots.  This is largely the case for the 
animals ontology (Figure 4 ).  

On the other hand, SUMO as an upper ontology does not 
necessarily offers sufficient knowledge structure for all 
domains.  For instance, although plants can be considered 
to be equally salient as animals conceptually, SUMO only 
gives the very rough-grained classification of 
FloweringPlant and NonFloweringPlant.  Hence we need 
to use the lexical semantic relations from WordNet to 
construct the hierarchical conceptual network, i.e. the 
proposed domain ontology.  In this case, we cannot 
simply copy and connect the relations.  Since WordNet’s 
main goal is to record all cognitively relevant semantic 
relations, not all relations can fit in a rigorous conceptual 
classification and inference system.  Hence, after 
bootstrapping with all WordNet synsets and relations 
marked, an important step is to prune the resultant tree for 
both inconsistency and redundancy.  The plants ontology 
in Figure 5 is the wordnet-based ontology after extensive 
pruning. 

In establishing the link between a sense and a ontology 
node, it is important to notice that the SUMO-WordNet 
link is established with the contemporary background 
knowledge of the English speaker world.  Hence it is 
likely to find that a non-standard ontology based on a 
different system will require a totally different conceptual 
assignment.  An instance is of such mismatches involves 
mou2hu2, which is a kind of silk flag.  A flag, according 
to both the literary context and the assigned lexical sense, 
should be a piece of artifact, solid and substantial.  
However, the SUMO-WordNet link that Sinica Bow 
follows mapped it to the conceptual node of “Icon.”  This 
may be appropriate when a flag is used in signing, but not 
appropriate in the Chinese context.  Hence we simply 
correct the link and assign it to artifact. 

What is more interesting in terms of linguistic use 
involves words that seem to carry the same meaning, while 
involves fundamentally different conceptualization.  The 
difference in conceptualization requires assignment to a 
different ontological location.  One such example is 
dai4mei4, which is given the sense of ‘a beaded sea turtle,’ 
and seems to be a straightforward case of a kind of animal.  
However, when we refer to the context, the sentence 
actually refers to ‘a beam inlaid with dai4mai4 ’.  In other 
words, it refers to the materials used in decorating a 
building. It is the shell of the turtle that has been ground 
and polished like a piece of jade. It is also interesting to 
note the fact that these two characters used have a jade 
radical, rather than an animal or fish radical.  Both the 
context and the written form suggest that the sense being 
used here is the material, and there in no evidence 
suggesting that Tang people know that the dai4mei4 

material comes from a turtle.  Hence this word is not 
included in the animals ontology. 

On the other hand, when metonymy is used, it is often 
possible to argue that the original sense is invoked.  An 
example in our study is shuang1li2, double-carp, which 
refer to a letter since letters are traditionally sent in a word 
box with two carps carved on top.  In this case, even 
though the actual reference is not the animal, but the 
lexical metonymy necessarily involve the image of the fish.  
Hence we consider the concept of carp is used, and hence 
justifying our including carp as an attested case for the 
animals ontology for Tang. 

4 Result and Discussions 
The result of this pilot study will include three 

semi-automatically constructed sub-ontologies: animal, 
plant, and artifact.  The first two are completed and will 
be discussed here.  The top part of each ontology is 
mapped to SUMO.  The lower part of each ontology is 
extended using WordNet relations.  These ontologies as 
well as the attached lexical terms will have 
Chinese-English bilingual representation.  

The first generalizations that can be obtained are from 
the distribution of these domain terms in the texts. The 
total frequency of these three domains ranges from 1.65% 
to 1.89%. These are relatively high compared to a 
balanced corpus. In a balanced corpus, the top 20 animal 
or plant domain terms comprise of less than 1%. 

The second generalizations can be made from the 
distribution among the different terms within the domain. 
Among animal concepts, the total frequency of birds is 
over 38%, and hoofed mammals over 30%. These two 
kinds each far exceed all the other eight kinds of animals 
combined. This fact should have implications on either 
the fauna of Tang, or the poetic choice of images. Even 
more striking is the fact that of all plants, flowering plants 
consist of over 95% of the instances in the texts. This fact 
should not be surprising because of the strong poetic 
image that a flower presents.  

After the sub-ontologies are constructed, comparative 
studies of the Tang ontological structure with our 
contemporary ontology (based on SUMO) will be 
conducted.  For instance, we found that among the order 
of mammals, the families of marsupials and marine 
mammals are missing.  The absence of marsupials is 
expected since it is a fact of science history that they were 
discovered much later.  The absence of marine mammals 
may point to the fact that the Tang civilization is mainly 
land-based.  In addition, we also found two interesting 
facts in other branches.  First, almost all invertebrates 
that are documented are (winged) insects.  And among 
the non-mammal vertebrates, with only less than 5 
exceptions, all documented lexical items refer to bird.  A 
possible explanation of the idiosyncrasy is the Tang 
civilization’s fascination with flying.  We know as a fact 
that flying is a recurring theme in paintings from this 
period, and occur in poetry too.   

The plants ontology of Tang offers a good test case of 
how to bootstrap an ontology with lexical 
knowledgebases such as wordnets.  We showed that 
when the lexical resource contains sense and lexical 
semantic relations information, it is possible to use the 
information to bootstrap a domain ontology.  The crucial 
challenge here is how to turn the set of pair-wise and 
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lexicon-driven relations to a taxonomical hierarchy.  An 
issue that will recur is how to deal with same level nodes 
that are classified and assigned with diagonal criteria.  
One such example is the classification of plants in Figure 
5. FloweringPlants and HerbaceousPlants and 
AcquaticPlants create partially overlapping classes.  
These are all linguistically and cognitively motivated and 
cannot subsume each other.  Given the fact that even an 
upper ontology like SUMO acknowledes such human 
cognitive facts and allows multiple inheritance, there is 
still reservations that an ontology can quickly become 
non-trackable if no constraints are put on such 
cross-classification.  This is an issue that merits in-depth 
formal and theoretical deliberation. 

5 Conclusion 
In this current study, we propose the 

Shakespearean-garden approach to the construction of 
non-standard ontology.  We showed with a pilot study 
that such an approach is feasible, especially when 
supported by the right combination of lexical knowledge 
sources and upper ontology.  In addition, we showed 
that the constructed sub-ontology allows us to have a 
comprehensive view of the knowledge system of a 
civilization that no longer exists.  Such a representation 
will offer a unique opportunity to study how their world 
differs from ours and how they view the world differently 
from us.   

A natural extension of the current work is to try to 
piece these sub-ontologies together to form a skeletal 
ontology for the Tang dynasty.  In order to carry out this 
full-scale work, we have already started the design and 
construction of automatic tools to construct domain 
ontology based on domain lexicons and SUMO. This will 
integrate the knowledge we gain from the current work as 
well as modules from existing systems, such as Sigma 
system constructed by Adam Pease.  Such a working 
environment will facilitate the ultimate goal of the 
Shakespearean-garden approach.  In addition, we will 
also try to apply the simultaneous bilingual mapping 
approach to construct a modern domain. Ultimately, we 
would like to see if it still plausible to construct ontology 
based on a shared upper ontology even if the background 
knowledge systems are drastically different. 

The current work on the domain knowledge of Tang 
civilization willl also provide solid foundation for future 
work on metaphor.  Based on Lakoff’s contemporary 
theory of metaphor, Ahrens et al. (2003) shows that the 
crucial step in predicting and explanation of the use of 
linguistic metaphors lies in capturing the rules governing 
the mapping between source domain and target domain 
knowledge.  For the historical poetic work such as Tang 
poetry, an additional challenge to the study of metaphor 
would be the precise characterization of the source 
domain knowledge.  Our non-standard ontology can be 
viewed as the foundational work defining source domain 
knowledge in Tang poetry.  With the source domain 
knowledge described, we will be able to develop in-depth 
study of Tang poetic metaphors in the future. 

Lastly, the issue regarding the relation between a 
wordnet and an ontology is also touched upon.  In the 
Shakespearean-garden approach, it is crucial that the 
specific domain lexicon can be obtained and annotated 
with correct lexical semantic information.  However, 

how can lexical semantic relations be best used in an 
ontological study remains a challenging and promising 
issue. 

bird(38.64%) hoofed mammal(30.91%)
insect(11.82%) ape(5.45%)
feline(4.09%) canine(4.09%)
rodent(0.91%) carnivore(0.91%)
arachnid(0.45%) fish(0.45%)

 

Figure 2: Distribution of animal concepts in Tang 300 

flowering plant(94.67%) fungus(2.05%)

fern(1.64%) moss(1.23%)

<null>(0.41%)
 

Figure 3: Distribution of plants concept s in Tang 300 
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Figure 4: Tang Animals Ontology 
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Figure 5: Tang Plants Ontology 
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Abstract 

 
Following the road in-between purely linguistic annotation and solely ontology-based annotations for the Semantic 
Web, a hybrid (ontological and linguistic) model and platform, called OntoTag, has been created, aiming at better 
machine communication, interoperability and language understanding; these capabilities are derived from the 
incorporation into the platform of a set of linguistic ontologies, the main topic of this demonstration, which are the 
main referent for the generation of multi-leveled and standardized annotations of Semantic Web documents within 
OntoTag. 

 

Introduction 
Many are the schemas developed so far for the 

different kinds of annotation required in the field of 
Corpus Annotation. Besides, with the appearance of the 
Semantic Web (Berners-Lee et al., 1999) many other 
schemas have been devised (most of them based on 
ontologies (Gruber 1993; Borst 1997)) for web page 
annotation. Thus far, on the one hand, Corpus Linguistics 
researchers are trying to cover as many levels and aspects 
of annotation –from a linguistic point of view– as possible 
to describe language phenomena (Wilson & Thomas, 
1997; Schmidt, 1988); on the other hand, researchers in 
the Semantic Web area are focusing on achieving a sound 
model of semantic annotation for web pages, that is able 
to capture as much knowledge from these pages as 
possible, so that computers can process them in a much 
smarter way (Benjamins et al., 1999, Motta et al., 1999, 
Luke et al., 2000, Staab et al., 2000). However, there is an 
emerging road in-between, nowadays, that seeks to merge 
and sum up both kinds of annotations, combining them in 
order to bear a new, unified, multilingual, flexible, 
extensible and fully semantic model of annotation, useful 
for both communities (Aguado et al., 2003a). Moreover, 
as shown by the ISO - TC37SC4 (2003) “there is an 
increasing need for new standardization as well as urgent 
recognition of existing de facto standards and their 
transformation into International Standards”. In fact, one 
of the main aims of this committee is “to develop 
standards and related documents to maximize the 
applicability of language resources”. The OntoTag model 
for Semantic Web Annotation (Aguado et al., 2003b), 
whose Linguistic Ontologies we present here, is being 
developed following this in-between road 
aforementioned, as well as a number of guidelines 
hitherto published (EAGLES 1996a, 1996b; CES 1999; 
MILE 2003; GDA 2002), in order to achieve the goal of 
standardisation sought within the ISO - TC37SC4 
committee. 

OntoTag’s Linguistic Ontologies 
One of the main components of the OntoTag model is 

its set of linguistic ontologies, devised to represent the 

structure and relationships between the elements of 
language at different linguistic levels. The kind of 
elements and relationships considered in them are the 
ones usually included in existing annotation schemas and 
also those already discussed in the literature but not 
implemented yet (Wilson & Thomas, 1997; Schmidt, 
1988) as well as some others, determined by our research 
team.  

OntoTag’s Core Linguistic Ontologies 
First of all, a Linguistic Level Ontology (LLO) has 

been implemented both to capture the stratification of 
natural language analysis and generation and to simplify 
the study of the other elements. Then, following the 
EAGLES guidelines for morpho-syntactic annotation of 
corpora (EAGLES 1996a), but obviously broadening its 
scope, three different ontologies have been implemented 
to represent the category-attribute-value formalism at all 
levels of annotation (morpho-syntactic, syntactic, 
semantic, discourse and pragmatic): a Linguistic Unit 
Ontology (LUO), a Linguistic Attribute Ontology (LAO), 
and a Linguistic Value Ontology (LVO). 

 
The Linguistic Unit Ontology (LUO) includes all the 

units (categories) identified at the different levels of 
annotation considered in the LLO, and incorporates an 
adaptation of the SIMPLE (2000) ontologies at the 
semantic level; the Linguistic Attribute Ontology (LAO) 
includes the various attributes associated to the units in 
the LUO; and the Linguistic Value Ontology (LVO) 
accounts for the possible values of the attributes in the 
LAO. 

OntoTag’s Supplementary Linguistic Ontologies 
Complementing these four ontologies, a fifth one (the 

Linguistic Pattern Ontology, LPO) has been designed for 
the representation of the patterns that these units follow 
when combined in an utterance. Finally, the OntoTag 
Integration Ontology (OIO) establishes the main 
relationships between documents (annotated and non-
annotated), units, attributes and values both in the 
linguistic and in the ontological areas of annotation. 
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OntoTag’s Linguistic Ontologies: Application 
The application of these six ontologies in the OntoTag 

annotation model is twofold: first, as discussed above, 
they identify the different elements (mostly linguistic, but 
also ontological) that are annotable in the Semantic Web 
field; second, once the ontology has been populated 
(instantiated) by the annotations obtained with OntoTag, 
they will also act as a repository or database of these 
annotations. 

Further information about OntoTag’s linguistic 
ontologies, their respective roles and interaction, as well 
as their properties and application (to pragmatic purposes 
or with automatic means, for instance) can be found in 
Aguado et al. (2004a; 2004b). 

Conclusions 
To conclude, we could say that, derived from the 

extensibility and flexibility capabilities of the Linguistic 
Ontologies presented here, the OntoTag model of 
annotation inherits these properties as well. It can also be 
considered as domain independent in the sense that these 
source ontologies can be replaced and, still, meaningful 
annotations would be obtained. Due to the multilingual 
nature of the EAGLES guidelines, followed (and 
broadened) in the design of the different Linguistic 
Ontologies, OntoTag becomes also applicable to the 
annotation of the languages studied in these guidelines. 
The consensual nature of ontologies and the sources used 
in their construction (EAGLES 1996a, 1996b; CES 1999; 
MILE 2003; GDA 2002; Dubuc & Lauriston 1997; Faber 
& Tercedor 2000; Mel’cuk 1996, 1988; Pustejovsky 
1998) enables them (and the annotations obtained with 
them) so as to be considered standardised. 
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Abstract 

The Academia Sinica Bilingual Ontological Wordnet (Sinica BOW) integrates three resources: WordNet, English-Chinese Translation 
Equivalents Database (ECTED), and SUMO (Suggested Upper Merged Ontology).  The three resources were originally linked in two 
pairs: WordNet 1.6 was manually mapped to SUMO (Niles and Pease 2003) and also to ECTED (the English lemmas in WordNet were 
mapped to their Chinese lexical equivalents).  ECTED encodes both equivalent pairs and their semantic relations (Huang et al. 2003).  
With the integration of these three key resources, Sinica BOW functions both as an English-Chinese bilingual wordnet and a bilingual 
lexical access to SUMO.  Sinica BOW allows versatile access and facilitates a combination of lexical, semantic, and ontological 
information.  Versatility is built in with its bilinguality, and the lemma-based merging of multiple resources.  First, either English or 
Chinese can be used for the query, as well as for presenting the content of the resources.  Second, the user can easily access the 
logical structure of both the WordNet and SUMO ontology using either words or conceptual nodes.  Third, multiple linguistic 
indexing is built in to allow additional versatility.  Fourth, domain information allows another dimension of knowledge manipulation. 
 

1. Sinica BOW: Overview 
The Sinica BOW (Academia Sinica Bilingual 

Ontological Wordnet) is intended as a linguistic 
infrastructure for knowledge representation and 
knowledge engineering.  It is built upon the 
relation-based structure of WordNet.  On one hand, a 
bilingual English-Chinese wordnet is constructed with the 
crucial design feature of treating bilingual translation 
correspondences as lexical semantic relations (Huang et al. 
2003).  On the other hand, SUMO (Suggested Upper 
Merged Ontology) is adopted as the shared system of 
conceptual categorization (Niles and Pease 2001).  
SUMO is also one of the first conceptual categorization 
systems to be mapped to an English lexicon (Niles and 
Pease 2003).  With the mapping between SUMO and 
WordNet synsets, each English sense can be assigned a 
position in the ontology and for applications in knowledge 
engineering.  When this mapping is linked with the 
bilingual wordnet, each Chinese lemma can now be 
conceptually categorized by with the same upper ontology. 
The design of Sinica BOW with the combination of 
ontology and wordnet has three intended goals: 1) To 
assign to each linguistic form a robust and rigorously 
defined conceptual location, 2) To clarify the relation 
between conceptual classification and linguistic 
instantiation, and 3) To facilitate genuine cross-lingual 
access of knowledge.   

In order to facilitate the above goals, the online 
system of Sinica BOW (http://BOW.sinica.edu.tw) allows 
lexical searches in either Chinese or English to return 
ontological information (again, in either language).  
Searches on Sinica BOW can return the following 
information: Sense-based English-Chinese translation 
equivalency, English word-sense-based ontology and 
inference, Chinese word-based ontology and inference, 
Word-sense-based domain specification. 

In addition to the integration of Wordnet and ontology, 
it is also an important goal of Sinica BOW to integrate 
lexical resources.  Sinica BOW's design is lemma-driven.  
A lexical database of word forms is first compiled by 

integrating multiple lexical resources.  This becomes the 
central database for lexical management for Sinica BOW.  
Making use of this lexical database, a lexical search may 
link to either the main BOW knowledgebase or any of the 
corresponding entries in an online resource 

2. Presentational Versatility 
Sinica BOW allows versatile access and facilitates a 

combination of lexical semantic and ontological 
information.  The versatility is built in with bilinguality, 
and lemma-based merging of multiple language sources. 

The versatility and combinatory presentation is 
crucial to the presentation of a knowledge system. 

2.1. Lexicon-driven Access 
The Sinica BOW access is both lexicon-driven and 

knowledge-based.  Since knowledge representation is 
the main concern of Sinica BOW, the query can be either 
lemma based or conceptual node based.  In addition, 
query results are directed linked to the full 
knowledgebase and expandable.  Each query returns a 
structured lexical entry, presented as a tree-structured 
menu, as seen in Figure 1.  A keyword query returns 
with a menu arranged according to word senses, as shown 
in Figure 2.  The top level information returned 
including POS, usage ranking, and cross-reference links.  
In addition to wordnet information, cross-references to up 
to five resources are pre-compiled for either language.  
For an English word, the main resource is of course the 
bilingual wordnet information that our team constructed.  
Major outside references are listed for quick hyperlink.  
These include corpora and both EC and CE dictionaries.  
For Chinese, the main resource is again our bilingual 
wordnet.  In addition, links are established to Sinica 
Corpus, to Wen-Land (a learner's Lexical KnowledgeNet), 
and to online monolingual and bilingual dictionaries.  
The tree-structured query result is not only itself a menu 
of accessible resources, it is also a quick overview of the 
distributional characteristics of the query term.   

The access to the ontology and the domain 

Alessandro  Oltramari
53



taxonomy are also lexicon-driven.  That is, in addition to 
using the pre-defined ontology or domain terms (in either 
English or Chinese), a query based on a lexical term is 
also possible.  For SUMO, it will return a node where 
the word appears in.  It can also be achieved by looking 
up the ontological or domain node the word belongs to. 

Figure 1: Initial Return of Lemma Search 
One last but critical feature of the lexicon-driven 

access is the possibility to re-start a query with any 
lexical node.  When expansion reaches at the leave node 
and results in a new word, clicking on the word is 
equivalent to start a new keyword search. 

2.2. Multiple Knowledge Sources 
Sinica BOW preserves the logical structure of both 

WordNet and SUMO ontology yet links them together to 
allow direct accesses to the merged resources.  This is 
shown in Figure 2.  In a wordnet search, the available 
information is listed under each sense and include: POS, 
synset, sense explanation, translation, and list of lexical 
semantic relations.  In addition, we add the domain 
information, translation equivalents, and link to the 
corresponding SUMO node.  Each item is expandable to 
present the database content.  For instance, Figure 2 
shows the query return for the lemma 'fish', with the 
Part_Meronym and Holonym of sense 4 expanded.  The 
field of domain and SUMO will lead directly to the 
corresponding node in the domain taxonomy of the 
ontology and allow further exploration.  For instance, 
the menu item of the mapped SUMO node links to the 
SUMO representation, as well browsing of the SUMO 
ontology and axioms. 

Figure 2: A sample lemma query result of Sinica BOW 

2.3. Taking Advantages of Linguistic and 
Knowledge Structures 

Two more aspects of versatility are achieved through 
the use of higher level linguistic generalizations and 
knowledge of domain taxonomy to organize information.  
Such higher level generalizations are accessed through 
the index pages of Sinica BOW, shown in Figure 3. 

First, Sinica BOW also integrates the rich structural 
information of the integrated lexical resources.  Glyph, 
phonological, and morphological structures can all be 
used to help access the ontological wordnet.  This work 
has implications far beyond being convenient search tools.  
It is often claimed that the glyph composition (e.g. 
radicals) in Chinese has its semantic base.  This can also 
be said about the morphological composition (and to a 
much lesser degree, phonological composition).  In other 
words, the integration allows us to study the possible 
links between these lexical structure and conceptual 
classifications.  The clustered search tools that are 
available now include search by prefix, suffix, POS, and 
frequency. 
Figure 3: A sample index page of Sinica BOW 

Second, one important motivation for constructing 
Sinica BOW is the premise that linguistic elements and 
conceptual atoms may not be clearly delimited.  And 
that classification by linguistic elements or by conceptual 
terms may yield different, yet cognitively significant 
results.  Hence it is important for the system to access 
information classified by conceptual terms as well as 
lexical forms.  Sinica BOW now allows query by either 
any term defined in SUMO, or in the locally maintained 
domain taxonomy.  For instance, choosing the domain 
taxonomy of 'religious music' will return all items 
belonging to that domain.  Similarly, specifying the 
ontological term of 'FloweringPlants' in a query, and the 
system will return all entries satisfying that conceptual 
classification. 

Lastly, all the above classification can be used in 
conjunction to define the exact intersection of terms a 
user looks for. 

3. The Multilingual Properties of Semantic 
Relations 
In addition to relying on lemmas as retrieval keys, a 

crucial step in establishing synergy between language and 
knowledge resources is to identify the conceptual atoms 
that apply equally effectively to knowledge and language 
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resources.  Lexical semantic relations are exactly such a 
set of atoms.  Sinica BOW implements this idea by 
encoding the lexical semantic relations between 
English-Chinese translation equivalent pairs.  In addition 
to more precisely describing the relationship between two 
translation equivalents, this also allows better 
cross-lingual inferences.  Explicitly allowing lexical 
semantic relations to be coded cross-lingually also will 
facilitate the transferring to a structured set of tree 
relations from one language to the other. 

4. Domain Taxonomy and Domain 
Ontology 

In adopting an upper ontology approach, we 
implicitly accept the widely received idea about lower 
level and domain ontologies.  There are two crucial 
assumptions here.  First, that the lower level and more 
detailed ontololgies contain far too many conceptual 
nodes to be exhaustively listed.  Second, conceptual 
terms may be defined differently in different knowledge 
domains.  In other words, only the shared upper nodes 
can be considered constant.  To account for the potential 
variations introduced by lower ontologies as well as 
domain ontologies, Sinica BOW includes a domain 
taxonomy as well as some domain ontologies. 

Our basic approach is the proposal to tag all 
WordNet synsets with domain information (Huang et. al 
2004a).  The basic motivation is that, in order to ensure 
cross-domain knowledge sharing, it is important to 
identify the lemmas that can be used in multiple domains.  
This is antithetic to the traditional approach of trying to 
identify domain specific terms.  In other words, the 
domain classification is most useful when the domain 
cannot be easily determined or when the resources 
involved containing content belonging to more than one 
domain.  Hence the goal is to assign domain tags to as 
many general lexical items listed in WordNet as possible.  
More than 30% of the WordNet synsets are now assigned 
with a domain tag.  They allow versatile 
re-organizations of domain lexica, as well as 
identification of possible domain information in a general 
purpose archives (such as news articles or the web in 
general.) 

One of the most immediate and perhaps most 
powerful application of Sinica BOW is perhaps the 
construction of domain specific ontologies.  This will be 
a crucial step towards providing a feasible infrastructure 
to implement web-wide specific ontologies, as required 
by the vision of Semantic Web.  It is also a critical test to 
see if the upper ontology approach is really applicable to 
a wide range and diversity of knowledge domains.  And 
lastly, for Sinica BOW, it provides a test ground for us to 
show that the combination of bilingual wordnet and 
ontology does provide a better environment for 
knowledge processing. 
Two first attempts have been carried out.  The first is a 
small fish domain ontology projected from the FishBase 
terms.  This is mapped using Sinica BOW.  Part of the 
ontology is shown in Figure 4.  We would like to explore 
the possibility of using this domain ontology for 
non-expert to extract expert knowledge from the FishBase 
in the future. 

The second attempt, reported in Huang et al. (2004b), 

involves the Shakespearean-garden approach to domain 
ontology.  In this approach, we collect domain lexicon 
from a target collection of texts (Tang poems in this case), 
and map them to the SUMO ontology.  This approach 
allows us to examine the knowledge and/or experience of 
a specific domain as reflect in that collection of texts.  
This could be personal, historical, regional etc.  This 
approach allows us to make generalizations based on the 
full knowledge structure, not just one lexical incident.  
For instance, we were able to confirm the Tang 
civilization's fascination with flying by looking at the 
dominance of animal references in the texts. 

 Figure 4: A sample domain ontology: Fish 

5. Conclusion 
Integrating and interpreting information from 

multiple and varying sources will be the main challenge 
for information processing for the current generation.  
Taking lexicon as the bridging knowledgebase and 
ontology as the overall knowledge structure seems to be a 
logical choice.  Integrating the two resources with 
multilingual capacity will add to the versatility and open 
new possibilities. 

Online Resources 
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Sinica BOW: http://BOW.sinica.edu.tw/  
SUMO: http://ontology.teknowledge.com/ 
WordNet: http://www.cogsci.princeton.edu/~wn/ 

Referneces 
Fellbaum, Christine. Ed. (1998). WordNet: An Electronic 

Lexical Database. Cambridge, MA: MIT Press. 
Huang, Chu-Ren Feng-ju Lo, Ru-Yng Chang, and 

Sueming Chang. (2004). Reconstructing the Ontology 
of the Tang Dinasty - a pilot study of the Shakespearan 
garden approach. To be presented at OntoLex 2004 - 
Ontologies and Lexical Resources in Distributed 
Environments. Lisbon. May 29, 2004. 

Huang, Chu-Ren, Li, Xiang-Bing, Hong, Jia-Fei. (2004). 
Domain Lexico-Taxonomy:An Approach Towards 
Multi-domain Language Processing. Presented at the 
Asian Symposium on Natural Language Processing to 
Overcome Language Barriers. March 25-26, 2004. 
Hainan Island. 

Huang, Chu-Ren, Elanna I.J. Tseng, Dylan B.S. Tsai, & 

Brian Murphy.  (2003). Cross-lingual Portability of 
Semantic Relations: Bootstrapping Chinese WordNet 
with English WordNet Relations.  Language and 
Linguistics. 4(3), 509--532. 

Huang, Chu-Ren. Elanna I.J. Tseng & Dylan B.S. Tsai. 
(2002). Translating Lexical Semantic Relations: The 
first step towards multilingual Wordnets. In 
Proceedings of the COLING2002 workshop: SemaNet: 
Building and Using Semantic Networks.  Taipei, 
Taiwan. 

Niles, I. & Pease, A.  (2003). Linking Lexicons and 
Ontologies: Mapping WordNet to the Suggested Upper 
Merged Ontology.  In Proceedings of the IEEE 
International Conference on Information and 
Knowledge Engineering. (IKE 2003), Las Vegas, 
Nevada.  

Niles, I., & Pease, A., (2001).  Toward a Standard Upper 
Ontology.  In Proceedings of the 2nd International 
Conference on Formal Ontology in Information 
Systems (FOIS-2001).  Ogunquit, Maine. 

 

Alessandro  Oltramari
56



Searching and Browsing Collections of Finnish Museums on the Semantic Web

Eero Hyvönen, Samppa Saarela, Kim Viljanen, Eetu Mäkelä,
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Abstract
This paper presents the semantic portal MUSEUMFINLAND for publishing museum collections on the Semantic Web. It is shown how
museums with their semantically rich and interrelated collection content can create a large, consolidated semantic collection portal
together on the web. By semantic web techniques, it is possible to make collections semantically interoperable and provide the museum
visitors with intelligent content-based search and browsing services to the global collection base.

1. Why MUSEUMFINLAND?
“MUSEUMFINLAND — Finnish Museums on the Se-

mantic Web”1 is a semantic portal that contains metadata
from the collection databases of the National Museum2, Es-
poo City Museum3, and Lahti City Museum4, and more
content is being ported into the system. The application is
intended for the public in the large to use.

The goals for developing the system were the following:

Global view to distributed collections It is possible to
use the heterogeneous distributed collections of the
museums participating in the system as if the collec-
tions were in a single uniform repository.

Content-based information retrieval The system sup-
ports intelligent information retrieval based on onto-
logical concepts, not on simple keyword string match-
ing as is customary with current search engines.

Semantically linked contents A most interesting aspect
of the collection items to the end-user are the implicit
semantic relations that relate collection data with their
context and to each other. In MUSEUMFINLAND, such
associations are exposed to the end-user by defining
them in terms of logical predicate rules that make use
of the underlying ontologies and collection metadata.

Easy local content publication The portal should provide
the museums with a cost-effective publication chan-
nel.

In the following, these goals and solutions developed in
our work are described. After this, main results of the work
are summarized, lessons learned discussed, and directions
for further research outlined.

2. Global View to Collections
Museum databases are usually situated at different loca-

tions and use different database systems and schemas. This

1http://museosuomi.cs.helsinki.fi
2http://www.nba.fi
3http://www.espoo.fi/museo/
4http://www.lahti.fi/museot/

Figure 1: Information retrieval in MUSEUMFINLAND. Lo-
cal database contents are first merged and the query is eval-
uated with respect to the global interrelated data.

creates a severe obstacle to information retrieval. To ad-
dress the problem, the web can be used for creating a single
interface and access point through which a search query can
be sent to distributed local databases and the results com-
bined into a global hit list. This “multi-search” approach is
widely applied and there are many cultural collection sys-
tems on the web based on it, such as the portals Australian
Museums Online5 and Artefacts Canada6.

A problem of multi-search is that by processing the
query independently at each local database, the global de-
pendencies, associations between objects in different col-
lections are difficult to found. Since exposing semantic
associations between collections items is one of our main
goals, MUSEUMFINLAND cannot be based on the multi-
search paradigm. Instead, the local collections are first con-
solidated into a global repository, and the queries are an-
swered based on it (cf. figure 1). Mutually shared concep-
tual models, ontologies, are used for enriching the content
and for making the collections interoperable. To show the
associations to the end-user, the collection items are repre-
sented as web pages interlinked with each other through the

5http://amol.org.au/collection/collections index.asp
6http://www.chin.gc.ca
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Figure 2: Data transformations in MUSEUMFINLAND.

View category View Ontology

Object Artifact Artifacts
Material Materials

Creation Creator Actors
Location of creation Locations
Time of creation Times

Usage User Actors
Location of usage Locations
Situation of usage Situations

Museum Collection Collections

Table 1: View facets in the MUSEUMFINLAND portal.

semantic associations. The MUSEUMFINLAND home page
is the single entry point through which the end-user enters
the global semantic WWW space.

The challenge in consolidating the collections is how to
make them interoperable in syntax and, especially, in se-
mantics. In our solution (Hyvönen et al., 2004c), the mu-
seum first transforms its collection data into XML (cf. fig-
ure 2). Each collection object is represented as an XML
card that describes the object in terms of 22 properties
whose values are strings and numbers read from the un-
derlying database. The XML Schema used is agreed upon
by the participating museums and guarantees syntactic in-
teroperability of the collections.

Next, each XML card is transformed into an RDF card
with similar RDF properties, but where up to 16 string
values are transformed into the URIs of the correspond-
ing classes and individuals in a set of underlying RDF(S)
ontologies. This transformation is based on a set of term
cards that map terms with ontology resources. MUSEUM-
FINLAND provides the museums with the ontologies and
a set of term cards. The museums can adapt their termi-
nological conventions to the portal by creating new term
cards of their own. Two special tools have been developed
for creating terminologies (Terminator) and RDF annota-
tions (Annomobile) semi-automatically. Protégé-20007 is
used for the manual editing part.

3. Multi-Facet Search Based on Ontologies
The content-based search engine of MUSEUMFINLAND

is a server called Ontogator. Ontogator is based on the
multi-facet view-based search paradigm developed within
the information retrieval research community (Pollitt, 1998;
Hearst et al., 2002; Hyvönen et al., 2004b). Multi-facet
search is based on a set of categories that are organized

7http://protege.stanford.edu/

into a set hierarchical, orthogonal taxonomies called sub-
ject facets or views.

A search query in multi-facet search is formulated by
selecting categories of interest from the different facets. For
example, by selecting the category “Furniture” from the Ar-
tifact facet, and “Eero Saarinen” from the Creator facet, the
user can express the query for retrieving all kinds of furni-
ture, such as chairs, tables, etc., created by Eero Saarinen.
Intuitively, the query is a conjunctive constraint over the
facets with disjunctive constraints over the sub-categories
in each facet.

More formally, if the categories selected are �������������	��

and the subcategories of �
��������������� � , including ��� itself
are ����� ���������  !�������	����� " , respectively, then this selection corre-
sponds to the following boolean AND-OR-constraint:

# � ��� �%$ ����� $ � ��� "%&(' # �  �� �%$ ����� $ �  �� )*&(' ����� ' # � 
+� �,$ ����� $ � 
,� -�&
(1)

Facets can be used for helping the user in information
retrieval in many ways. Firstly, the facet hierarchies give
the user an overview of what kind of information there is
in the repository. Secondly, the hierarchies can guide the
user in formulating the query in terms of appropriate key-
words. Thirdly, the hierarchies can be used to disambiguate
homonymous query terms. Fourthly, the facets can be used
as a navigational aid when browsing the database content
(Hearst et al., 2002). Fourthly, the number of hits in every
category that can be selected next can be computed before-
hand and be shown to the user (Pollitt, 1998). In this way,
the user can be hindered from making a selection leading to
an empty result set—a recurring problem in IR systems—
and is guided toward selections that are likely to constrain
(or relax) the search appropriately.

Table 1 depicts the 9 views used in MUSEUMFINLAND

and their underlying 7 ontologies. The Artifacts ontology
is a taxonomy of the tangible collection objects such as pot-
tery, cloths, weapons, etc. All exhibits in the system belong
to some class in this ontology. The Materials ontology is a
taxonomy of the artifact materials, such as steel, silk, tree,
etc. The Actors ontology defines classes of agents, such
as persons, companies etc., and individuals as instances of
these classes. The Events ontology include intangible hap-
penings, situations, events, and processes that take place in
the society, such as farming, feasts, sports, war, etc. Lo-
cations is an ontology representing areas and places on the
Earth and in Finland in particular. The Times ontology is
a taxonomy of various predefined historical periods, and
the Collections ontology classifies the museums and col-
lections in the portal. The Artifacts, Materials, and Events
ontologies are subsets of a larger cultural ontology called
MAO (6768 classes) that we created based on the Finnish
cultural thesaurus MASA (Leskinen, 1997).

Figure 3 shows the search interface of MUSEUM-
FINLAND. The nine facet hierarchies of table 1 are shown
(in Finnish) on the left. For each facet hierarchy, the next
level of sub-categories is shown as links. A query is formu-
lated by selecting a sub-category by clicking on its name.
When the user selects a category . in a facet / , the sys-
tem constrains the search by leaving in the result set only
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Figure 3: The search interface of MUSEUMFINLAND.

such objects that are annotated in facet / with some sub-
category of . . The figure depicts the situation after select-
ing the sub-category Tools (”työvälineet”) from the Arti-
fact facet (”Esinetyyppi”). The result set is shown on the
right grouped by the sub-categories of Tools, such as Tex-
tile making tools (”tekstiilityövälineet”) and Tools of folk
medicine (”kansanlääkinnän työvälineet”). Hits in differ-
ent categories are separated by horizontal bars and can be
scrolled independently in each category. In this case, all
categories do not fit in the screen shot.

When answering the query, the result set for each direct
sub-category in the facets seen on the screen is recomputed,
and a number ( � ) is shown to the user after the category
name. It tells that if the sub-category is selected next, then
there will be n hits in the result set. For example, the num-
ber 643 in the Collection facet on the bottom (”Kokoelma”)
tells that there are 643 tools in the collections of the Na-
tional Museum (”Kansallismuseon kokoelmat”). A selec-
tion leading to an empty result set ( � =0) is removed from its
facet (or alternatively disabled and shown in gray color, de-
pending on the user’s preference). In this way, the user can
be hindered from making a selection leading to an empty
result set, and is guided toward selections that are likely to
constrain the search appropriately. The query can be re-
laxed by making a new selection on a higher level of the
facets or by dismissing the facet totally from the query.

In above, the category selection was made among the di-
rect sub-categories listed in the facets. An alternative way

is to click on the link Whole facet (”koko luokittelu”) on a
facet. The system then shows all possible selections in the
facet with hit counts. In this way, the user can easily formu-
late the query using the right categories exposed to her as
links, and can get easily overviews of the database contents
along different classifications in different situations.

User studies (Lee et al., 2003; English et al., 2003) in-
dicate that if the user does not precisely know what (s)he
is looking for, then the multi-facet search method with its
“browsing the shelves” sensation is clearly preferred over
keyword search (or using a single facet search). Other-
wise, a direct Google-like keyword search interface is pre-
ferred. To support word-based search, too, an additional
search engine was implemented in MUSEUMFINLAND (up-
per left corner in figure 3). This engine is used for two pur-
poses at the same time: for searching categories to be used
in multi-facet search and for searching collection objects
with matching metadata values in the conventional way.
(Hyvönen et al., 2004a)

4. Semantic Linkage

One of the main goals of the MUSEUMFINLAND portal
is to reveal the rich semantic linkage connecting the collec-
tion objects with each other. The links can be explicit or
implicit. Explicit links correspond to the RDF statements
(triples) in the underlying knowledge base and are based on
the collection domain ontologies (classes and their prop-
erties) and the actual collection data (instance data). For
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example, an instance of a painting may have the RDF prop-
erty dc:creator linking the art work to an individual artist.
Implicit links can be defined in terms of explicit ones but
are not present in the RDF graph. For example, if there are
explicit links linking children with their mothers and fa-
thers, then implicit links such as “grandfather” or “cousin”
can be defined.

In MUSEUMFINLAND, implicit links are defined
declaratively in terms of logic by using Prolog predicates.
Each predicate defines a semantic association and gives it
an explanatory label, such as “cousin of”. By applying such
a predicate to a collection item resource, implicitly related
other resources with respect to the semantic association can
be found. On the HTML level in the user interface, the la-
bel of the association is used as the name for the link and
the found resource as the target. For example, if the family
relations of artists are known in the ontology, then such a
predicate could infer links to other pages depicting paint-
ings whose creator is of the same family.

For example, figure 4 depicts an collection object page
found by multi-facet search. The object is a distaff (“rukin-
lapa” in Finnish) used in a spinning wheel. On the left, a
photo of the object is shown. The metadata of the object
is shown in the middle on top. All facet categories of the
object are listed in the middle bottom as hierarchical link
paths. A new search can be started by selecting any link
from there. On the right, the system displays links to other
recommended collection items. i.e., semantic recommen-
dations.

The recommendation links provide a semantic brows-
ing facility to the end-user. For example, in figure 4 there
are links to objects used at the same location (categorized
according to the name of the common location), to objects
related to similar events (e.g., objects used in spinning, and
decorative objects, because distaffs are usually beautifully
decorated), to objects manufactured at the same time, and
so on. Since a decoratively carved distaff used to be a typ-
ical wedding gift in Finland, it is also possible to recom-
mend links to other objects used as wedding gifts, such as
wedding rings. In MUSEUMFINLAND, such associations
can be exposed to the end-user as link groups whose titles
and link names explain to the user the reason for the recom-
mendation. The possibilities for creating such associations
are intriguing. Of course, only links that can be inferred
based on the metadata and ontologies available can be cre-
ated.

Recommendations are defined in terms of flexible
logical predicate rules using the methods described in
(Hyvönen et al., 2003). The semantic recommendation sys-
tem of MUSEUMFINLAND is implemented as a logic server
called Ontodella. This system is based on the HTTP server
version of SWI-Prolog8 (Wielemaker et al., 2003).

There is also a prototype implementation of MUSEUM-
FINLAND that can be used with WAP 2.0 compatible mo-
bile telephones. The current prototype recreates all func-
tionality of the web interface in a layout more suitable to
the limited screen space of mobile devices. When the user
makes a selection for the multi-facet search, impossible cat-

8http://www.swi-prolog.org

egory choices leading to empty results can be pruned out.
This is a very useful feature for devices that have a small
screen to display choices.

5. Discussion
MUSEUMFINLAND is an application of the idea of se-

mantic portals to solving interoperability problems of mu-
seum collection databases when publishing their content
on the Semantic Web. The power of MUSEUMFINLAND

comes from the use of ontologies:

Exact definitions By using ontologies, the museums can
define the concepts used in cataloging in a precise, ma-
chine understandable way.

Terminological interoperability The terms used in differ-
ent institutions can be made mutually interoperable by
mapping them onto common shared ontologies. The
ontologies are not used as a norm for telling the muse-
ums what terms to use, but rather to make it possible to
tolerate terminological variance as far as the terminol-
ogy mapping from the local term conventions to the
global ontology is provided.

Ontology sharing Ontologies provide means for making
exact references to the external world. For example, in
MUSEUMFINLAND, the location ontology (villages,
cities, countries, etc.) and the actor ontology (persons,
companies, etc.) is shared by the museums in order
to make the right and interoperable references. For
example, two persons who happen to have the same
name should be disambiguated by different URIs, and
a person whose name can be written in many ways,
should be identified by a single URI to which the al-
ternative terms refer.

Automatic content enrichment Ontological class defini-
tions, rules, and consolidated metadata enrich collec-
tion data semantically.

Intelligent services Ontologies can be used as a basis for
intelligent services to the end-user. In MUSEUM-
FINLAND, the view-based search engine is based on
the underlying ontological structures and the seman-
tic link recommendation systems reveals to the end-
user the underlying semantical context of the collec-
tion items and their mutual relations.

The novelty of the content-based search engine with re-
spect to other view-based systems (Pollitt, 1998; Hearst
et al., 2002) is based on its capability of using RDF(S) on-
tologies as the basis of search. The main benefits obtained
are: 1) Ontological logical inference can be employed in
projecting the views from the ontologies (e.g., the location
meronymy and various concept hyponymies). 2) The im-
plicit complicated relations between view categories and
the underlying data resources to be searched for can be
specified flexibly in terms of logical predicates. Ontogator
combines virtues of the view- and ontology-based search
paradigms (Hyvönen et al., 2004b).
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Figure 4: Collection item metadata with semantic recommendations.

The idea of linking collection items with semantic asso-
ciations was inspired by Topic Maps (Pepper, 2000). How-
ever, in our case the links are not given by a map but are de-
termined by logical inference using the underlying RDFS
ontology and RDF metadata. Another application of this
idea to generating semantically linked static HTML sites
from RDF(S) repositories is presented in (Hyvönen et al.,
2003). Logic and dynamic link creation on the semantic
web has been discussed, e.g., in the work on Open Hyper-
media (Goble et al., 2001; Dolong et al., 2003). In the Hy-
perMuseum (Stuer et al., 2001), collection items are also
semantically linked with each other. Here linking is based
on shared words in the metadata and their linguistic rela-
tions, such as synonymy and antonymy. In contrast, our
system is not based on words but on ontological references
in the underlying RDF(S) knowledge base and the links can
be defined freely in terms of logical rules. The idea of anno-
tating cultural artifacts in terms of multiple ontologies has
been explored, e.g., in (Hollink et al., 2003).

5.1. Lessons Learned

The main problem encountered in the content work was
that the original museum collection data in the databases
was not systematically annotated. Various conventions are
in use in different museum systems and museums. Much of
the metadata is not based on a keywords but is free text. The
Terminator and Annomobile tools developed for the XML
to RDF transformation (Hyvönen et al., 2004c) are only
semi-automatic, and a human editor is often needed to make
the right annotations. Due to homonymy, not even the-
saurus keywords can always be to mapped unambiguously
to RDF concepts by the machine. However, the homonymy
problem turned out to be less severe than expected, be-

cause disambiguation could be based on the facet/ontology
to which the database field was related.

The view-based search method can be implemented
quite efficiently. The current system scales up to the or-
der of 10,000 RDF cards and 10,000 ontological concepts
on an ordinary PC server. From the user’s perspective, the
idea of multi-facet search seems useful and a natural next
step a head from the single facet systems on the web today,
such as Yahoo9 and Open Directrory Project10. Using Pro-
log and RDF together for projecting the facets and for cre-
ating the semantic recommendation links was powerful and
flexible. It is possible compute and store the results of some
inferences before running system in order to speed up rea-
soning. In our case, the mappings between facet categories
and RDF resources are determined in Prolog beforehand
and are compiled into an RDF tree that can be used more
efficiently by the view-based search engine. The semantic
recommendations are currently determined dynamically.

MUSEUMFINLAND user interface was first imple-
mented as a Java servlet using XSLT transformations. The
system was then re-designed and re-implemented as a
Cocoon-based server11 that queries the Ontogator search
engine server and Ontodella logic server with XML/RDF
messages. It is possible to do this over HTTP. With Cocoon,
the implementation could be made in a couple of months
and can be modified easily. For example, the mobile tele-
phone interface was created by modifying the PC version.

9www.yahoo.com
10www.dmox.org
11http://cocoon.apache.org
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5.2. Further Work

We are investigating how new kind of RDF material,
conforming to different ontologies, such as art collections
using the Iconclass12 system and educational videos based
on the IEEE Learning Objects Metadata standard, can be
merged in the portal. More work is needed in developing
a set of recommendation predicates that would be of most
interest to the users.

Ways of collaboration between museum content
providers and portal maintenance people need to be devel-
oped in order to develop MUSEUMFINLAND from an appli-
cation into a continuous publication process. For example,
protocols for adding, modifying, and retracting RDF cards
and ontology resources according to the wishes of the mu-
seums need to be developed.

The pilot version of MUSEUMFINLAND portal
was opened on the public web in March 2004 at
http://museosuomi.cs.helsinki.fi.
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Abstract
Real applications of natural language document processing are very often confronted with domain specific lexical gaps during the analysis
of documents of a new domain. This paper describes an approach for the derivation of domain specific concepts for the extension of
an existing ontology. As resources, we need an initial ontology and a partially processed corpus of a domain. We exploit the specific
characteristics of the sublanguage in the corpus. Our approach is based on syntactic structures (noun phrases) and compound analysis to
extract information required for the extension of GermaNet’s lexical resources.

1. Introduction
One of the bottlenecks in real applications of natural

language document processing is the coverage of domain-
specific lexical resources. In experiments with the doc-
ument suite XDOC1, we currently are processing docu-
ments about casting technology, company profiles from
web pages, and autopsy protocols. Many of the tools have
an extensive need for linguistic resources. Therefore we are
interested in ways to exploit existing resources with a min-
imum of extra work. The resources of GermaNet promise
to be helpful for different tasks in the workbench.

In this paper, we will outline how the resources of Ger-
maNet can be extended. Our methods exploit the specific
characteristics of the documents in the corpus. We com-
bine different approaches to extract new concepts from the
corpus. The idea behind our approach is to generalise from
structures with known GermaNet entries to structures with-
out GermaNet entries.

This paper presents only experiments with GermaNet
on German texts, but the approach can also be applied on
WordNet when processing domain specific English texts.

The paper is organized as follows: The next section
briefly outlines the test corpus and the integration of Ger-
maNet in XDOC. Section 3 describes the methods for the
extraction of new concepts and the results. We conclude the
paper with a discussion section.

2. Document Processing with XDOC
2.1. Characteristics of the Corpus

In the following description of the approach, a corpus
of forensic autopsy protocols is used, because these doc-
uments are especially amenable to processing with tech-
niques from computational linguistics and knowledge rep-
resentation.

Autopsy protocols consist of the following major docu-
ment parts:findings, histological findings, background, dis-
cussion, conclusions, etc. Our analyses focus on the sec-
tions of findings, backgroundanddiscussion. In thefind-
ingssection, a high ratio of nouns and adjectives is encoun-
tered and the sentences, which can also be verbless, are

1XDOC stands forXML baseddocument processing.

mostly short. This section describes the medical findings
in a common language. Here we find no domain specific
(medical) terms. Thebackgroundanddiscussionsections
contain a standard distribution of all word classes and regu-
lar syntactic structures. Thebackgroundsection describes,
for example, the details of a traffic accident, while the sec-
tion discussioncontains a combination of the results of the
findingsection and the facts reported in thebackgroundsec-
tion.

2.2. Integration of GermaNet

The document suite XDOC contains methods for lin-
guistic processing of documents in German. The focus of
the work has been to offer end users a collection of highly
interoperable and flexible tools for their experiments with
document collections.

XDOC consists of different modules, for example, the
syntactic module and the semantic module (for a more de-
tailed description see (R̈osner and Kunze, 2002b)):

For the semantic analyses of a domain using XDOC,
knowledge about the domain – ideally a domain specific
ontology – is needed. One possible resource for the pro-
cessing of autopsy protocols could be medical thesauri like
UMLS (Unified Medical Language System).2 Many of
these resources work with medical terminology, but in the
corpus of forensic autopsy protocols only everyday terms
are used. Thus a resource that contains everyday terms and
concepts (and their relations) from the medical domain is
required for the analysis. GermaNet (see (Hamp and Feld-
weg, 1997), (Kunze, 2001)) is intended as a model of the
German base vocabulary.

However, specific terms in some particular domains,
like the medical domain, are covered only partially in Ger-
maNet.

For the semantic analysis in XDOC, thesynonymyand
thehypernymyrelations of GermaNet are used. We found
a good coverage of GermaNet’s resources for terms in the
corpus: sectionfindings with 31 %, sectionbackground
with 44 %, and sectiondiscussionwith 42 % coverage (see
also (Kunze and R̈osner, 2003)). The reason for the poor
findings’s result is the high frequent occurrence of medical

2http://www.nlm.nih.gov/research/umls/umlsmain.html
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concepts denoted by noun compounds likeNierengewebe
(kidney tissue)or Halswirbels̈aule (cervical spine)that are
not covered by GermaNet, whereas the individual com-
pound words like kidney and spine have lexical entries in
GermaNet.

In the next section, we will describe how new entries
can be derived from entries that exist in GermaNet. We start
with a corpus of autopsy protocols parsed syntactically by
XDOC and with GermaNet as an initial ontology.

3. Methods for the Deduction of Word
Senses

In (Rösner and Kunze, 2002a), we outlined some ideas
for the exploitation of sublanguage characteristics of a cor-
pus for lexicon creation. In this paper, we will further elab-
orate these ideas. This section presents how the syntactic
structures of the corpus sublanguage can be useful for the
extraction of new GermaNet entries.

3.1. Fundamental Idea of the Approach

In thefindingssection of the documents, high-frequency
complex noun phrases can be exploited for the extension of
the GermaNet resources.

The grammar fragment used in XDOC for this corpus
covers the following complex noun phrases (In all cases,
the first NP is a simple noun phrase.):

• NP NPgenitive,

• NP NPgenitive *PP, and

• NP *PP.

Our experiments are based on the interpretation of com-
plex noun phrases that are described by the syntactic struc-
ture NP→ NP NPgenitive (i.e. a simple NP modified by a
genitive attribute).

In the case of a complex noun phrase, several possibil-
ities for a semantic interpretation of this syntactic structure
exist, for example,part-of relations in’dermis of the
hand’or patient-of relation in’the production of cars’.

Figure 1: A Sketch of the Idea.

The idea behind the approach is based on following as-
sumptions. A structure of the formKEYWORD of COM-
PLEMENTdescribes the same relation for every possible
candidate of the complement, e.g.,part-of . Further on,
an assumption is that the complement candidates of a key-
word have the same semantic category. The information of

Table 1: Some Complements of a Structure Beginning with
Keyword ’Bruch’ (Fracture).

complement occurrences top level of GermaNet
Rippe 254 nomen.koerper
Brustbein 65 nomen.koerper
Wirbels̈aule 58 nomen.koerper
Scḧadeldach 43 –
Oberschenkelknochen 37 –
Scḧadelbasis 34 –
Schl̈usselbein 33 –
Schambein 30 nomen.koerper
Brustwirbels̈aule 28 –
Halswirbels̈aule 26 –
Schulterblatt 23 nomen.koerper

complement candidates available in GermaNet is used to
deduce information about the semantic category of candi-
dates that are unknown in GermaNet (see also Fig. 1).

3.2. Exploiting Syntactic Structures of the Corpus

In the corpus (of 600 autopsy protocols and more than
1.5 million word forms), structures in the form of

NP → NP NPgenitive are often encountered. For ex-
ample, the phrase’Schleimhaut des Magens’(mucosa of
the stomach) occurs 317 times in the corpus. The more
generalised phrase’mucosa of XXX’occurs 836 times in
the corpus. Another generalised example is the phrase
’fracture of XXX’ that occurs 749 times in 93 different
forms. One example form is the class of NPs with keyword
Bruch (fracture) and modified by a complement (the second
noun phrase in the structure), e.g.,’Wirbelsäule’ (spine)
in the phrase’Bruch der Wirbels̈aule’ (occurs 58 times)
or ’Wadenbein’ (fibula)in the phrase’Bruch des Waden-
beines’(occurs 11 times). Other complements for the key-
word ’fracture’ found in the corpus are:’Elle’ (ullna) ,
’Oberarmknochen’ (humerus), ’Scḧadelgrund’ (base of the
skull), ’Schienbein’ (shinbone), ’Unterkiefer’ (lower jaw),
’Unterarmknochen’ (radial bone)etc.

At first, structures with high occurrence frequencies in
the corpus are selected. For this task, thefindingssections
of the documents are parsed with the syntactic parser of
XDOC. A domain specific grammar with ca. 40 rules is
used. In the results of 18008 parsed sentences, 2808 com-
plex noun phrases (NP → NP NPgenitive) with 1069 dif-
ferent keywords are encountered.

The most frequent keywords in such structures are:’Ab-
gang’ (outlet), ’Bauchteil’ (abdominal part), ’Brustteil’
(chest part), ’Blutreichtum’ (hyperemia), ’F äulnis’ (sep-
sis), ’Haut’ (dermis), ’Schleimhaut’ (mucosa), ’Gegend’
(region), ’Schnittfl̈achen’ (cut surfaces), ’Unterblutung’
(hematoma), and’Bruch’ (fracture).

The next step is to use regular expressions to get all oc-
currences of a particular combination of a keyword and a
complement, because not all occurrences from the corpus
can be obtained with the chart parser. The reason for this is
that there are gaps in the grammar (when parsing the section
backgroundanddiscussion) and gaps in the morphological
lexicon.

The most frequent keywords in regular expressions are
used to get all phrases that begin with the keyword. The
length of these phrases (text window size) is restricted to be
3 tokens (or 4 tokens, when adjectives in the complement
noun phrase) are allowed.
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For each structure, the GermaNet interface is used to
check if information about the keyword of the comple-
ment NP is available. For the example (keyword:frac-
ture), GermaNet contains 31 complement elements of the
93 complement elements found in our corpus. Most com-
plement words of a keyword found in GermaNet have the
same top level category, only a small number of words
have more than one reading. For the example, following
top level categories (given with its percentage related to
all senses) are encountered:<nomen.Koerper>: 75 %,
<nomen.Artefakt>: 16,5 %, <nomen.Menge>: 5,5 %,
and<nomen.Nahrung>: 3 %. All the words with more
than one sense have at least one sense with the top level
category<nomen.Koerper>.

Table 1 presents a small excerpt of the complement
words3 in the corpus for the keywordfracture. The
main top level category for the complement words is
<nomen.Koerper> (WordNet category: noun.body).

The first assumption is that all complement words of
a keyword in a domain will belong to the same top level
category in GermaNet. That means that those words of
the example which are not contained in GermaNet, like
’Oberarmknochen’ (humerus), ’Scḧadelbasis’ (base of the
skull), ’Scḧadeldach’ (calvarium), ’Brustwirbels̈aule’ (tho-
racic spine), etc., can be assigned to the same top level
category:<nomen.Koerper>. In the case of the example
(keywordfracture), this heuristic yields the correct top level
category for 93,44 % of all complements.

In the next step, subclasses of the GermaNet top level
category will be used , so that a word can be annotated with
additional information, e.g., hypernymy relation. For this
task, GermaNet’s hypernymy relation is exploited. The hy-
pernym information for all complements is selected, which
do exist in GermaNet. The hypernymy relation in Ger-
maNet can contain more than one level of hypernyms for
an entry.

At first, all senses with their hypernym information are
selected. Each sense and its hypernyms describe a class
path and each entry in this class path names a semantic
class. The occurrences of the different semantic classes for
all senses (class paths) are counted. For the different forms
of the phrase’Bruch der/des XXX’(in English: fracture
of XXX), 36 senses with altogether 63 different semantic
classes are encountered. Table 2 presents a partial list of all
semantic classes and its number of occurrences in all the
senses for the complement elements covered by GermaNet.
For example, the semantic class’Knochen’ (bone)appears
in 13 senses as a hypernym, the semantic class’Computer-
programm’ (software)only in one sense.

At this point, we don’t have a clear and unique re-
sult. The highly frequent hypernym entries in all senses
found in GermaNet are the entries:’Objekt’ (object),
’Hornsubstanz’(akeratosis),’Knochen’ (bone), etc. These
results can be enhanced when we allow only senses
that describe a concept with the top level assignment of
<nomen.Koerper> (see table 3). The possible senses are
reduced to 27 senses with altogether 22 different semantic

3The complement words described in table 1 occurred in the
corpus in a singular or plural form.

Table 2: Hypernym Information for Complement Entries.
hypernym number of percentage

occurrences
<nomen.Tops>=> Objekt 22 13.75
<nomen.Koerper>=> Hornsubstanz 13 8.125
<nomen.Substanz>=> Stoff1, Substanz,
Materie 13 8.125
<nomen.Koerper>=> Körpersubstanz 13 8.125
<nomen.Koerper>=> Knochen, Gebein 13 8.125
<nomen.Artefakt>=> Artefakt, Werk 7 4.375
<nomen.Tops>=>
Ding, Sache, Gegenstand, Gebilde 7 4.375
<nomen.Menge>=>
Masseinheit, Mass, Messeinheit, Messeinheit*o 2 1.25
... ... ...
<nomen.Koerper>=> Armknochen 2 1.25
<nomen.Artefakt>=> Computerprogramm,
Programm 1 0.625
<nomen.Artefakt>=> ?akustisches Gerät 1 0.625

classes.
When the basic concepts (WordNet’s ’unique beginner’)

of GermaNet, e.g.Objekt is ignored, and when the most
specific hypernym of all high frequent hypernyms is se-
lected, the following partial class path results:

<nomen.Koerper>=> Knochen, Gebein
<nomen.Koerper>=> Hornsubstanz

<nomen.Koerper>=> K örpersubstanz
<nomen.Substanz>=> Stoff, Substanz,

Materie
<nomen.Tops>=> Objekt

For the selection of the most specific hypernym, every
level in the class path is assigned with a weighting factor
(The selection process can be described by the Eq. 1). The
unique beginner starts with the factor0 (in our exampleOb-
jekt), the next higher level get the factor1, and so on.

ci = arg max
ci

fin(ci)
N

(1)

For each semantic classci, the quotient (occurrences
of the semantic class n(ci) divided by number of all se-
mantic classes N) is multiplied by its weighting factorfi

(see also Fig. 2). In the result above, the semantic classes
got following factor assignment:fObjekt – 0, fStoff – 1,
fKoerpersubstanz – 2,fHornsubstanz – 3,fKnochen – 4.

Figure 2: Weighting of Possible Semantic Classes.

The whole approach described above is sketched in the
following (given a keywordK and a set of all complements
CS of K):
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procedurefind-entry (K,CS ):

Step 1: for each complement cε CS : get all (GermaNet) senses of c→
HS ;

Step 2: ascertain the most frequent top level category inHS → T;

Step 3: remove senses fromHS , which are not assigned with the preferred
top level category T→HSprefer ;

Step 4: for each sense sε HSprefer : collect all semantic classes of the
hypernym information of s→ SCS ;

Step 5:for eachsemantic class scε SCS : calculate

Step 5.1: occurrences of sc (n(ci))/number of all sc (N)→ scratio;

Step 5.2: scratio times level in the hypernym tree (fi) →
scweight;

Step 6: select sc with maximum ofscweight;

For ca. 80 % of the complement words of the keyword
fracture this assignment is correct. Erroneous assignments
result from misspelling of tokens (e.g.Oberschenkelknor-
ren insteadOberschenkelknochen) or erroneous fragments
in the results of the preprocessing steps (e.g., the treatment
of German’s truncations in phrases likeBruch des Ober-
und Unterarmes (fracture of upper arm and forearm)). An-
other type of error occurring in the evaluation was the case
when the second noun phrase can also be parsed as a com-
plex noun phrase. For the example, only 2 forms are en-
countered:Bruch der Anteile ... (fracture of parts of ...)
andBruch der Wandung ... (fracture of septum of ...). For a
reliable evaluation of these results, it is necessary to con-
sult the domain specific knowledge of a medical expert.
In some cases, for a non-expert it is not clear if a derived
sense is correct. For instance, the word’Ellenbogengelenk’
(elbow joint)describes a (complex) system of bones, carti-
lages, connective tissues, etc.

3.3. Compound Analysis

An alternative way is to group words according to their
components. In German and especially in the corpus,
a lot of compounds are found, e.g.,’Armknochen’ (arm
bones), ’Oberarmknochen’ (upper arm bone), and’Unter-
armknochen’ (forearm bone). GermaNet contains the word
’Armknochen’, but not the words’Oberarmknochen’and
’Unterarmknochen’. For this case, a list of typical prefixes
of the domain can be made of use. Prefixes in the domain
are e.g.,’Unter-’ , ’Ober-’, ’Innen-’, ’Aussen-’, quasi a pair
list of antonyms. In this case, the hypernym information
can be used directly for the new entry. For example, in
GermaNet following entry of the wordArmknochenis en-
countered:

1 sense of armknochen

Sense 1 <nomen.Koerper>Armknochen
<nomen.Koerper>=> Knochen, Gebein

<nomen.Koerper>=> Hornsubstanz
<nomen.Koerper>=> K örpersubstanz

<nomen.Substanz>=> Stoff1, Substanz,
Materie

<nomen.Tops>=> Objekt

In the corpus, the complement words’Unterarm-
knochen’(3 times) and’Oberarmknochen’(19 times) for
the same keyword are found. Both have no entry in Ger-
maNet. The following information for the word’Oberarm-
knochen’(similar for the word’Unterarmknochen’) could
be inserted:

Table 3: Enhanced Hypernym Information for Complement
Entries.

hypernym number of percentage
occurrences

<nomen.Tops>=> Objekt 14 16.47
<nomen.Koerper>=> Hornsubstanz 13 15.29
<nomen.Substanz>=> Stoff1, Substanz,
Materie 13 15.29
<nomen.Koerper>=> Körpersubstanz 13 15.29
<nomen.Koerper>=> Knochen, Gebein 13 15.29
<nomen.Artefakt>=> Artefakt, Werk – –
<nomen.Tops>=>
Ding, Sache, Gegenstand, Gebilde – –
<nomen.Menge>=>
Masseinheit, Mass, Messeinheit, Messeinheit*o – –
... ... ...
<nomen.Koerper>=> Armknochen 2 2.35
<nomen.Artefakt>=> Computerprogramm,
Programm – –
<nomen.Artefakt>=> ?akustisches Gerät – –

<nomen.Koerper>Oberarmknochen
<nomen.Koerper>=> Armknochen

<nomen.Koerper>=> Knochen, Gebein
<nomen.Koerper>=> Hornsubstanz

<nomen.Koerper>=> K örpersubstanz
<nomen.Substanz>=> Stoff1, Substanz,

Materie
<nomen.Tops>=> Objekt

Another kind of compound in the corpus are com-
pounds with a prefix that describes abody part , e.g.
’Nierenschleimhaut’(kidney mucosa),’Brustwirbels̈aule’
(thoracic spine).body part can be named a region of
the body or an organ. In this case, the following restrictions
should be considered by the method:

• both parts of the compound should have an entry in
GermaNet and

• the parts of the compound should also appear in the
corpus as a complex noun phrase: first part of the
compound is the complement and the second part of
the compound should be the keyword (e.g.,’Magen-
schleimhaut’(stomach mucosa) vs.’Schleimhaut des
Magens’(mucosa of stomach).

In these cases, information via GermaNet’s meronym
relation is deduced.

3.4. Disambiguation

The fundament of correct deduction of concepts is the
selection of the correct sense of the senses available in
GermaNet. In our case, the restriction to one top level
category is sufficient for this analysis of forensic autopsy
protocols, especially the findings section. In this section,
only anatomic concepts and its findings are described. For
other domains, it is necessary to use methods for a certain
word sense disambiguation, e.g., methods that used selec-
tional preference ( see (Resnik, 1997) or (Abney and Light,
1999)) or conceptual density ((Agirre and Rigau, 1996)) for
word sense disambiguation.

4. Related Work
The approach exploits the specific syntactic structures

of a sublanguage. In the work of (Kokkonakis et al., 2000),
the analyses of compounds and specific syntactic structures
are used for the extension of the Swedish SIMPLE lexi-
con. This work exploits the advantage of the productive
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compounding characteristic of Swedish to derive new lex-
ical items (results in information about semantic type, do-
main, and semantic class). Furthermore, they used a raw
and partially parsed corpus for the analyses of enumerative
NPs (with more than three common nouns) for the deriva-
tion of co-hyponyms. The following heuristic is used for an
unknown noun in an enumerative NP: if at least two nouns
have the same assignment to a semantic class, then there is a
strong indication that the rest of the nouns are co-hyponyms
and thus semantically similar with the two already encoded
nouns.

The usage of a lexical resource to learn new entries for
the same resource (WordNet) is described in (Navigli and
Velardi, 2002). This paper outlines an approach for the de-
duction of a sense of multi-word terms that is based on the
senses of individual words of the multi-word terms. An-
other similar approach that combines corpus and Word-
Net information to deliver verb synonyms for high fre-
quent verbs of a domain-specific sublanguage is described
by Xiao (Xiao and R̈osner, 2004). Peters (Peters, 2004)
describes how new knowledge fragments can be derived
and extended from synonymy, hypernymy and thematic
relations of WordNet and implicit information from the
(Euro)WordNet.

5. Conclusion
Linguistic resources with domain-specific coverage are

crucial for the development of concrete application sys-
tems. In this paper, we proposed an approach for the extrac-
tion of semantic information, using the information avail-
able in GermaNet for the individual words that frequently
occur in a specific syntactic structure of the corpus.

The results of the approach can be helpful for the cor-
pus based semiautomatic extension of the GermaNet re-
sources. With this approach, it is possible to extract infor-
mation about a new entry (e.g.,forearm bone) or to com-
plete senses or hypernym information for entries existing
in GermaNet (e.g.,lower leg). The results also contain syn-
onyms, like’Jochbogen’ (zygoma), ’Jochbeinknochen’ (zy-
gomatic bone), and’Jochbogen’ (zygomatic), which can be
detected by an deeper context-related investigation of the
elements of a complement set.

In future work, we will evaluate the approach for other
syntactic structures and investigate if it is possible to de-
duce information about the keyword of a syntactic struc-
ture when the complements are known. Another aspect
will be the exploitation of the resources of the Medical
Subject Headings (MeSH).4 The investigation points are:
How many medical terms (in a more everyday language)
of the forensic autopsy protocols are covered by MeSH?
and What differences exist between entries of MeSH and
GermaNet, because Basili et al. describe some discrepan-
cies between entries in MeSH and WordNet (Basili et al.,
2003). Further on, this paper outlines the mapping of a do-
main concept hierarchy (MeSH) with a lexical knowledge
base (WordNet) for the building of a linguistically moti-
vated domain hierarchy. If such an approach is necessary
in the analysis of forensic autopsy protocols, it should be

4http://www.nlm.nih.gov/mesh/meshhome.html

considered in further analyses of the corpus and the evalu-
ation by medical experts.
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Abstract 

Ontology is an essential resource to enhance the performance of 
Information Processing system such as information integration, 
document classification in taxonomies, including information 
retrieval and data cleaning in database system. This paper 
proposes three methodologies for Automatic Thai Ontology 
Construction and Maintenance from technical corpus, dictionary 
and thesaurus. For corpus based ontology construction, Shallow 
Parser is used for terms extraction. Syntactic-semantic constraint 
and Name Entities Extraction are used for ontological relation 
identification. For dictionary based Ontology extraction, we 
applied Task Oriented Parser to extract relational terms. Finally, 
we converted Broader/Narrower relation of the Domain Specific 
thesaurus to IS-A relation. The accuracy of the Automatic Thai 
Ontology Construction and Maintenance System based on 
agriculture corpus, dictionary and thesaurus is 73 %, 100% and 
91% respectively. The organizing system accuracy is 87 %. 

1 Introduction 

Ontology is a principle of any system to represent 
knowledge for a given domain. It represents information 
from multiple heterogeneous sources in concepts and 
semantic relations of the concepts. Davies, et al., (2003) 
classified ontology in two essential aspects, one is real-
world semantic ontology such as word taxonomy and 
another is formal semantic ontology such as task-oriented 
ontology.  
 Ontology plays the important role in increasing 
magnitudes with the performance of Information 
processing system such as information integration, 
document classification in taxonomies including 
information retrieval System. Creating ontology by the 
expert is an expensive task and it is endless task for 
ontology maintenance since its content relies on user 
requirement. It is also the fact that information in the real 
world has been increased. Especially in scientific 
documents, there are rapidly new terms and instance 
generation and difficult to follow up. By this reason, it is 
necessary to construct and maintain ontology 
automatically in order to update Ontology data. 
 There are three sources for Ontology Extraction: 
Raw text, Dictionary and Thesaurus. Raw text is a huge 
information source and they are frequently updated. 

Therefore a number of proposals have been made to 
facilitate ontological engineering based on unstructured 
text. Hearst (1992) and Landau & Morin (1999) developed 
a method for the automatic acquisition of hyponymy 
relations by identifying a set of frequently used and 
unambiguous lexico-syntactic patterns. Maedche and 
Staab (2001), Kiet et al. (2000) and Navigli et al. (2003) 
have used statistical techniques and machine learning to 
construct ontology. For dictionary based ontology 
extraction, there are many researches used a specialized 
grammar and a combination of heuristics for identifying 
ontological terms. Soergel et al., Clark et al. (2000) and 
Wielinga et al. (2001) have combined simple NLP 
techniques for constructing ontology from thesaurus. 
Many of these proposals used existing concept hierarchies 
from WordNet, SemCor and GermaNet to be knowledge 
base.  
 In this paper, we presented the Automatic Thai 
Ontology Construction and Maintenance system for 
Agricultural domain. There are three sources consisting of 
corpus, dictionary named “Thai Plant Names” Dictionary 
(Smitinand, 2001) and multilingual thesaurus named 
“AGROVOC” (http://www.fao.org/agrovoc). The system 
will extract only Hyponym, Meronym and Synonym 
relations. For corpus based ontology construction, Shallow 
Parser and Name Entities Recognition are used for terms 
extraction and syntactic-semantic constraint is used for 
ontological relation identification. For dictionary based 
Ontology extraction, we applied Task Oriented Parser to 
extract relational terms. Finally, we converted 
Broader/Narrower relation of the Domain Specific 
thesaurus to IS-A relation. In addition, we develop tool for 
expert to verify and extend the Ontology. 
The paper is outlined as follows: The next section 
introduces the Crucial Problem for Thai Ontology 
Extraction. Section 3 explains in detail of the Automatic 
Thai Ontology Construction and Maintenance System. 
The Ontology Organizing System will be presented in 
Section 4. Section 5 shows the Ontology verification tool. 
Finally, we conclude the overall of the construction and 
maintenance system. 

Alessandro  Oltramari
68



2 Crucial Problems for Thai Ontology 
Extraction 

2.1 Related Terms Distance 
In the text, we often found that the head word, which we 
interest in, stand far away from the related terms like in 
the sentence. For example, “Fruits that provide the most 
nutrients help to form the foundation of a nutritious diet 
such as mango, cantaloupe, apricots, kiwi fruit, 
strawberries, oranges and prunes.”. This kind of sentence 
causes the problem of reference linking between head 
word and its related terms. 
2.2 Clue word’s sense and its function 
disambiguation 
Using clue words set for hinting relationship of terms is a 
technique for Ontology extraction. Nevertheless Thai 
language has no derivation. One word has several 
functions and several meanings. Thus we have to prune 
irrelevant clue word function and meaning by using 
Shallow Parser System. 

3 An overview of Automatic Thai Ontology 
Construction and Maintenance System 

Figure 1 shows the overview of the Automatic Thai 
Ontology construction and Maintenance System consisting 
of Ontology Extraction, Ontology tree organizing and 
Verification. In this section, we will brief only the part of 
Ontology Extraction. 
 
3.1 Corpus Based Ontology Extraction 
This part is a challenge task since the corpus based is 
unstructured data. By the observation, semantic relation 
expressions are both in phrase and sentence level. In the 
process of ontological expressions extraction, we found 
that there are several problems such as reference-referent 
identification, Semantic Relation Identification, clue 
word’s sense and its function disambiguation.  
 
� The process for finding lexico-syntactic patterns 
In order to identify pattern that express semantic relations, 
the process was: 

First Step, we select 100 pairs of IS-A concepts, 50 
pairs of Part-of concepts and 50 pairs of synonym 
concepts from AGROVOC.  

Second step, extract sentences with selected concepts 
pairs from the first step from the 150 Agricultural 
documents and subsequently deduce to lexico-syntactic 
pattern. 

Third step, accumulate the patterns from the second 
step to the lexico-syntactic patterns database. 
 The experiment from the 150 Agricultural documents, 
1,035 IS-A, 80 A-PART-OF and 80 SYNONYM 
occurrences were detected. There were a distinct variety of 

lexico-syntactic patterns. The most frequent patterns were:
  

Patterns Clue-Word 
Meaning 

Occurring 
(times) 

% 

IS-A 
NP1������NP0 is/am/are 640 67 
NP0�� � �� 	 
�NP1, …,NPn such as 85 9 
NP0��� 
��NP1, …,NPn for example 230 22 
Other Patterns - 80 2 
A-PART-OF 
NP0��� 
 	 � � � �� � �NP1,..., 
NPn� 

consist of 80 100 

SYNONYM 
NP0�� ��� � �� � � � � � � � ��NP1� scientific 

name 
25 31 

NP0�� ��� � � � �� �NP1 formal name 20 25 
NP0�� ��� � �� � � ����NP1� local name 15 19 
NP0�� � � � �� ���  � 	 � 
� �NP local name 10 12.5 
Other Patterns - 10 12.5 

Table1: Lexico-syntactic patterns 

 Based on these statistics, we decided to focus on the 
high eight frequency patterns as above. The problem, 
however, there are some of the most ambiguous hyponym 
relation patterns. For example,  

"	 � � ! � �����  �"#� � � $ " (Leaf is brown color.) 
 Leaf and brown is not hyponym relation expression 
but it is the properties of the object. We solved this 
ambiguous by defining heuristic rules such as using the 
word list of object properties to eliminate non-concept 
term. 
 
� The process for extract corpus-based ontology 
There are three steps for corpus based ontology extraction.  
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Figure 1: Thai Ontology construction and maintenance 

system architecture 
 
3.1.1 Morphological Analysis Preprocessing 
As other ASIAN languages, Thai text composes of a 
sequence of words with no delimiters. Thus, the word 
segmentation and POS tagging (Sudprasert & Kawtrakul, 
2003) are necessary for identifying term unit with its 
syntactic categories. 
  
3.��� Term extraction 
In this process, we use the Shallow Parser with heuristic 
information such as clue words for signifying salient 
sentences and phrases.  
 Shallow Parser Module can be decomposed into two 
processes: sentence anchoring, term candidate generation 
and ontological terms selection.  
� Sentence Anchoring 
The sentence anchoring process suspects plausible 
sentences whose content bare its ontological relation. A 
sentence �  is said to be anchored if �  contains a clue 
word that is a member of C .  To be more precise, an 
anchored sentence �  can be rewritten as a string 

1 1m nL RT c T� �
� �

, where 
1 mLT
�

 and 
1 nRT
�

 are sequences 

of noun phrases or terms on the left side and on the right 
side respectively, c C�  is a clue word, and C  = {/dai-
kae/ (such as or consisting of), /chen/ (for example), /pen/ 
(to be), /prakop-douy/�(consists of)} is a set of clue words. 

� Term Candidate Generation 

This process shallowly parses anchored sentences and 
generates noun phrase as term candidates for generate 
ontology terms. To accomplish this process, we utilize 
phrase chunking as the mechanism. 
 Phrase chunking is to identify shallow phrase 
boundaries within a sentence. This process boosts up 
parsing speed by pruning parsing candidates. As 
mentioned, ontological relation can occur at any levels of 
constituents within a Thai sentence. Therefore, all 
anchored sentences are chunked to pose noun phrases, 
verb phrases, and subordinate clauses. In this paper, parser 
relies on NP and word formation rules and also lexical 
data. The output of this step is a list of candidate noun 
phrases without structural disambiguation. At this step, we 
can describe as 4-tuple: 
 

{T, N, R, COMP} 
where 

T     is the set of start symbol  
(T � {ncn, npn, nct, honm, pref2, pref3 ntit}) 
N     is the set of non-terminal symbols 
R     is the set of rules in the grammar       
         (see Table 2) 
COMP is the terminal symbols 

 
Abbr. Full 

word 
Pattern Example 

ncn Common 
Noun 

ncn tv �������(ncn) ��	�
��(tv) 
receptionist 

npn Proper 
Noun 

npn 
ncn 

��
�(npn) �����(ncn) 
Buddhism 

nct Collectiv
e Noun  

nct 
ncn 

�����(nct) �
��
�(ncn) 
group of country 

honm Honorifi
c maker 

honm 
ncn  

�
�(honm) ����
�(ncn) 
face (king) 

pref2 Prefix2 pref2 
tv ncn 
++ 

���(pref2) �����
(tv) 
passenger 

pref3 Prefix3  pref3 
pro2 
ncn 

���(pref2) ����(pro2) 
����(ncn) 
forienger 

ntit Title  ntit 
npn 

���(ntit) ��� (npn) 
Mrs. Kaki 

Table 2: Noun phrase grammatical rules 
 
After this we used Mutual Information method to extract 
word co-occurrence for pruning error noun phrase that 
was a result of the previous step. This step we emphasize 
to analyze noun phrases by applying both syntactic 
structures and also statistical technique to solve the 
problem of over- or under-noun phrase generation.  
 

Heuristic 
Rules 

Structured Corpus Unstructured Corpus 

Ontology 

Raw Text Dictionary AGROVOC 
Thesaurus 

Morphological 
Analysis 

Term 
Extraction 

Structure 
Analysis 

Database 
Conversion Thesaurus 

Recycling 

Organizing 
System 

Verification 
System 

Semantic
 Relation 

Identification 
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From the syntactic annotated corpus, we created a 
probabilistic of the same noun phrase by extracting the 
information from the document and calculating with the 
formula below. 

PNPs(wi, wj) = Pf(wi) * Pb(wj) 

Where as 

PNPs(wi, wj) is a noun phrase or compound noun, which wi 
and wj could be related to be a new word. 
Pf(i) is the frequency of the occurrence of i in noun phrase 
and follow by other words / the frequency of all i in the 
document.  
Pb(i) is the frequency of the occurrence of i in noun phrase 
and other words occur before it / the frequency of all i in 
the document. 
For example, the word “�!
"#	�” in Thai always occur in the 
initial position of noun phrase. Thus the value of Pb(�!
"#	�) 
is 0, where as the value of Pf(�!
"#	�) is 0.95 . While the 
proper name, which often occur in the final position, the 
value of Pb(proper  name) is 0.98 where as the value of 
Pf(proper name) = 0 
 
These probabilistic approaches can be applied to prune the 
erroneous noun phrases from the candidate noun phrases. 
If the noun phrases from previous part have probability 
more than threshold, it is likely that the noun phrase is a 
proper name. 
 
� Ontological Term Selection 
After extracting terms by Shallow Parsing, we applied 
several methodologies to select Ontological Term. First 
we use NLP Technique to deal compound candidate terms 
by head word consistency. Candidate term would be 
selected if its head word matches to head word of related 
terms. For example,  

 
The system would analyze compound noun which is 

head word and modifier as the following rule. 
NP � MOD NCN 
MOD � ADJ, NCN, NPN, … 

Where MOD is a modifier 
  NCN is Common Noun 
  ADJ is an adjective 
 NPN is a proper name 

From this example, head word of Tossa Jute and 
White Jute are “Jute” not “Thailand” then the system will 
select the Jute is ontological term. 

Another technique is Statistical-based Technique to 
analyze the co-occurrence. If there are no head word 
consistency terms, we will use Mutual Information to 

extract the co-occurrence of candidate terms and related 
term.  

 MI (w1, w2) = log2
$%&'$%&'

$%(%&'

21

21  

Where, w1 is a candidate term. 
  w2 is a related term. 
 P(wi) is frequency of term wi 
 P(wi, wj) is frequency of co-occurrence of term wi 

and wj 
The system will select the candidate term that has the 

highest mutual information value. For example, 

 
If the word “herb” occurs with “garlic” and “ginkgo 

biloba” in the document more frequent than “medicine” 
and “industry”, the system will select “herb” with “garlic” 
and “ginkgo biloba” to be ontological term. 
 
3.1.3 Semantic Relation Identification 
This step is to identify the correct relation (Hyponym, 
Meronym or Synonym). Each relation was extracted by 
defying in this fashion. 
 Hyponym Relation extraction: The NP, which occur 
before clue word {������ (/dai-kae/ such as) and ���	 
(/chen/ for example) is defined as Hypernym, where the 
NP* occurred after clue word are Hyponym terms. The 
NP, which occur before clue word {���� (/pen/ is) is a 
Hyponym term and the NP occurred after clue word is a 
Hypernym term. 
 Meronym Relation extraction:  The NP, which occur 
before clue word {�� 
 	 � � � �� �  (/prakop-douy/)} is defined 
as a Whole concept, where the NP* occurred after clue 
word are a Part of terms.  
 Synonym Relation extraction: Synonym was extracted 
by using clue words set which is {� ��� � �� � � � � � � � �� /chu-
wittayasart/ �scientific name�, � ��� � � � �� � /chu-samun/ 
�formal name), � ��� � �� � � ��� / chu-thong-thin/� �local name� 
and � � � � �����  � 	 � 
� � /chao-ban-reak-wa / �local 
name)}.Behavior of Synonym relation with clue words � ���
� �� � � � � � � � �� /chu-wittayasart/ �scientific name� and � ���
� � � �� � /chu-samun/ �formal name) often occur across 
sentence by starting with a new line. Solution system, 
thus, mainly relies on positions of title and clue words in 
the document. In order to extract this kind of relation, we 
have to analyze position of document structure. For the 
clue words “� ��� � �� � � ���” / chu-thong-thin/��local name� and 
“� � � � �����  � 	 � 
� ”� /chao-ban-reak-wa / �local name), we 
normalized pattern of sentence with those clue words to 
the lexico-syntactic expressions as well as Hyponym and 

�������)�������� �

�!�*��+��	�
��	
�� ,��� ��
�-�������.�
����

����	�����,���/����/�
��
 ��/.�,���0��/
(Many herbs can be used as medicine and some of 
them are manufactured in the industry level, such as 
garlic, ginkgo biloba) 
 

�������	�
 #�����������.����������� �2 ���������	���������	����	� ,��
��������	������  
(There are 2 kinds of Jute that are favorably plant in 
Thailand such as Tossa Jute, White Jute).  
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Meronym relation patterns. The NP before clue words was 
defined as the same meaning as NP after clue words. 
 Moreover we could use Name Entity Extraction (NE) 
as a process for identifying Generic-Specific terms 
relation. We applied (Chanlekha & Kawtrakul, 2003) to 
extract Name Entities from noun phrases in order to 
generate Generic-Specific Terms and its relative concept 
such as “Jasmine Rice”. Jasmine will be detected as 
Specific term of rice. 
 

The experiment of the Automatic Thai Ontology 
Construction and Maintenance System based on 
agriculture corpus, dictionary and thesaurus is 73 %. 
 
3.2 Dictionary based Ontology Extraction 
Since Ontology in this paper is a Domain Specific/
Ontology, thus Domain Specific/Dictionary is a best way 
for extracting relational information because dictionary 
has certainly structure as well as clear and clean 
information. In this paper, the Ontology system was based 
on the “Thai Plant Names” Dictionary, which developed 
by Prof.Dr.Tem Smitinand and edited by the Forest 
Herbarium Royal Forest Department in 2001. 

The relation that embedded in Dictionary based 
Ontology Construction are; 

 
R = {HYPO, SYNO} 
 

where 
R         is the Relation in the Ontology 
HYPO     is Hyponym Relation 
SN      is Synonym Relation 

 There are two steps for the process of Dictionary 
based Ontology Extraction those are Structure Analysis 
and Database Conversion.  
 
2.2.1 Structure Analysis 
The Dictionary Structure Analysis is an important 
procedure for Dictionary based Ontology Construction. 
This procedure will distinguish structure of word entries to 
sub-part. The dictionary was analyzed terms positions and 
pruned irrelevant part, then transferred needed parts to 
Hierarchical tree by using Task Oriented Parser.  

  

Figure 2: Dictionary Structure 

The figure 2 illustrates dictionary structure analysis. We 
converted terms by alphabet characteristic and position of 
terms to relational database and prune irrelevant part and 
then predefine Hierarchical relation as Family, Sub-
Family, Genus, Specific epithet, Formal Name and Local 
Name respectively. 
Feature Database field Example 
All upper case Family/Sub-

Family 
EUPHORBIACEAE 

Start with upper 
case 

Genus Acalypha 

All lower case Specific epithet brachystachya 
Thai alphabet 
with bold font 

Formal Name � #� � � � � � ! � � � �� #� � � � � � ! � � � �� #� � � � � � ! � � � �� #� � � � � � ! � � � �  

Thai alphabet  Local Name �	  "� � �	 $ ��  
Table 3: Characteristics of Dictionary Conversion. 

3.2.2 Database Conversion 
After parsing process, all those terms was defined identify 
number and then converted to relational database.The 
experiment on dictionary based ontology extraction is 
100%. 
 
3.3 Thesaurus Recycling to Ontology system 
Thesaurus is a high-quality source for Ontology 
Construction and Maintenance. In this paper, we 
emphasize to recycling AGROVOC Thesaurus 
(http://jodi.ecs.soton.ac.uk/incoming/Soergel/JoDI_FAO_
Soergl_revC.html), which is a multilingual agricultural 
thesaurus in English, French, Spanish, Portuguese, etc. 
that has been developed by FAO and the Commission of 
the European Communities in the early 1980s. It contains 
16,607 descriptors and more than 10,000 non-descriptors. 
Each descriptor has an equivalent in the other languages. 
 For maintenance and adding more value of the 
existing ontology, we chose the AGROVOC thesaurus to 
recycle the original relation into ontology relationship. 

Acalypha                                                        EUPHORBIACEAE 
brachystachya Hornem. H  � #� � � � � � ! � � � �� #� � � � � � ! � � � �� #� � � � � � ! � � � �� #� � � � � � ! � � � �  Tamyae doi bai bang 
 ( General ). 
chinensis Roxb. = A. indica L. 
delpyana Gagnep. US  % � � �� � � �� ��  �% � � �� � � �� ��  �% � � �� � � �� ��  �% � � �� � � �� ��  �  Khang poi tua mia (Central). 
evrardii Gagnep. = A.siamensis Oliv. ex Gage 
hispida Burm. f. ExS �	  "� � �	 $ ��  Kiao klao,� & � ' � �  Mai phrom 

(Northern); 
& � � 	 � 
 � � 	 � � �& � � 	 � 
 � � 	 � � �& � � 	 � 
 � � 	 � � �& � � 	 � 
 � � 	 � � �  Hang krarok daeng (Bangkok); & � � � � �  Hang 
maeo 
(Central) & (�$ � � 
� � Hu pla chon (Ratchaburi); chenille plant, Red 
hot 
cat's tail. 

Family/Subfamily Genus 

Specific epithet Author Name 

Habit 

Formal Name 

Local Name 
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The relation BT/NT in AGROVOC could be re-analyzed 
to semantic relation like “IS-A” relation in ontology. For 
example, 

PLAINS 
 NT Coastal plains  

    NT Floodplains  
However, not all BT/NT relation in AGROVOC 

could defined to “IS-A” relation. Their semantic could be 
defined as Ingredient of and Property of (Fisseha, 2003). 
For example, 

Ingredient of (MILK/ Milk Fat) 
MILK 
 NT Milk Fat 
 NT Colostrum 
 NT Cow Milk 
Property of (MAIZE/ sweet corn) 
MAIZE 
 NT popcorn 
 NT soft maize 

NT sweet corn 
Then, we will resolve this problem by heuristic 

method. Compound Noun in Narrower Term will be 
process to find head noun and if head noun is consistent to 
Broader term, their relation will defined as “IS-A” 
relation. If they are not compatible, they will be unselected 
to a related term. 
The experiment on AGROVOC based ontology extraction 
is 91%. 

4. Organizing System 

In this step, we united the related word/phrase pairs that 
we collected from three parts: Corpus Based Ontology 
Extraction, Dictionary Based Ontology Extraction and   
Thesaurus Recycling to Ontology system.  This system, 
we use AGROVOC Ontology to be a core tree because 
AGROVOC thesaurus has a number of concept 
hierarchies more than the other sources and it cover sub-
domain of agriculture such as animal, plant, plant/animal 
pathology, chemicals etc. While the dictionary based is 
only plant names. Moreover the source from corpus is 
inappropriate for being core tree because the concept 
hierarchy was incomplete in itself and the concept 
hierarchy was not united. Then the Ontology trees from 
Corpus and Dictionary will be added to the AGROVOC 
core tree by matching techniques. There are two steps for 
organizing system.  
 
4.1 Consistent terms organizing 

This step, we used directly term matching for 
replacing exactly similarity parent concept by comparing 
term parents from corpus and dictionary to the core 
ontology. By this process, we found that there are four 
characteristics for tree merging. 

The first case is that when the parent node is consistency 
to core ontology but child node disappears in core tree, 
child node and its relation will be added automatically to 
core tree. For example, the term “fruit”, which consistence 
both in AGROVOC source and Corpus source will be 
merged and replaced to the core ontology tree and child 
node of each source will be combined as the figure 3a.  
The second case, if there are several consistent parent 
nodes in the core tree, the system will provide child node 
from every sources and its relation to every parent nodes 
as in figure 3b.     
The third case, if the parent node from different sources 
is a consistent node but child nodes have different 
hierarchical concept level, the system will allow the child 
nodes to be sister node as in figure 3c. If the knowledge 
has been increased, the level of those child nodes will be 
adjusted later. 
The fourth case, if the grandparent and terminal node 
were found consistently, but one source has no parent 
node, the longest relation node will be kept as in figure 3d. 

 
Figure 3: Terms Matching Process 

 
4.2 Inconsistent terms organizing 

The second methodology used for inconsistent terms. 
This step we will find concept relation of terms from head 
word consistency of compound noun. If a head of one 

A 

(3a) 

(3c) 

(3d) 

+�

(3b) 
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noun is consistent to another such as A and AB, AB would 
be defined as subclass of A. 

For example, if we found that compound words that 
extracted from corpus often combines concept terms 
together such as “�"�1
��2-����”� (field-oil crops), which 
composes of field crops and oil crops. In the other hand, 
the core ontology has extremely separated the terms field 
crops from oil crops. By the process methodology, the 
result then was allowed the terms “�"�1
��2-����”� (field-oil 
crops) is a hyponym of field crops, which is a head of that 
compound noun. This may causes an error result. 

The remaining terms will be kept for the expert to add 
and maintain later. 

 
4.3 Result 
The experiment in this step, we used 3,720 terms with 
3,312 relations from corpus, 37,110 terms with 21,620 
relations from dictionary and 27,540 terms with 15,628 
relations from AGROVOC thesaurus. We found that 
43,073 terms with 31,387 relations were united. By 
random checking with 1,000 united terms, the accuracy of 
the system is 87 %. The error result caused by the result of 
corpus extraction terms. 

5. Verification Tool 

Verification is required to ensure the high quality system 
and to guide the expert to maintain the existing Ontology. 
In this part, we developed user interface for the expert to 
verify output and add additional related word pair to the 
original Ontology that is the AGROVOC Ontology. 
Moreover the expert can move and delete Ontology node 
in Relational Tree as well. This is an easy and fast 
technique for the expert to construct and maintain the 
existing Ontology and apply it to some applications.  

 

Figure 4: Ontology Verification Tool 

6. Conclusion 

This paper presents the system of Automatic Thai 
Ontology Construction and Maintenance by automatically 
extracting Thai Ontology on Agriculture corpus and 

recycling existing resources such as dictionary and 
thesaurus. The accuracy of the Automatic Thai Ontology 
Construction and Maintenance System on Corpus Based 
Ontology Extraction, Dictionary Based Ontology 
Extraction and   Thesaurus Recycling to Ontology system 
is 73 %, 100% and 91% respectively. The organizing 
system accuracy is 87 %. 
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Abstract
The cross-fertilization between advanced data modeling technologies (as aimed in the Semantic Web) and NLP is a very interesting
research line. In this paper, we investigate a solution of a particular problem in this area: the intregration between a concept hierarchies
(DCH) with a general-purpose linguistic knowledge base (LKB). The method we propose relies only on the taxonomical knowledge of
the DCH and on the topology of the lexical knowledge base. Performances of the proposed method have been analysed on a case study
(the integration of the MeSH, Medical Subject Headings, and WordNet).

1. Introduction

The Semantic Web (Lee, 2001) represents a new di-
rection in the area of knowledge representation as the at-
tempt to make information, texts and knowledge shareable
throughout the different actors (e.g. producer/provider vs.
consumer/user) involved in the scenario of a Web applica-
tion. For language and text processing, the Semantic Web
is a new challange and an opportunity.

On the one hand, linguistic competences are needed at
least in two major perspectives. First, a strong linguistic
ground is needed for expressing domain ontologies. Anon-
tology is seen as a theory about a domain that obeys to spe-
cific logical contraints. However, it is usually expressed in
linguistic terms as entities and relations are firstlynamedby
the knowledge engineer. Most of the work done in knowl-
edge representation and modeling for language understand-
ing (e.g. (Gruber, 1993)) is analogous and it is targeted to
a very similar task: disambiguation of texts. Any research
about treatment of semantics over the Web should thus take
into account all the cumulated experiences (principles, for-
malisms, and results, i.e. existing knowledge bases) and
language oriented resources (e.g. dictionaries, lexicons and
thesauri). A second aspect makes the Semantic Web de-
pendent on research in NLP. Before entering in the scenario
of interoperable services, any Web document is (at a large
extent) atextual objectand, as such, it obeys to laws that
are linguistic in nature. Mapping any such instance into
a (set of) semantically interoperabledata object(s) clearly
involves linguistic capabilities. As already noticed some
years ago, the task of information extraction (IE) (Basili
and Pazienza, 1997) can be formulated as the activity of
matching/discovery stuctured information(i.e. the target
templates)where such a structure is only implicitly present
(i.e. in texts). Clearly, this applies to most of the infor-
mation currently available within the Semantic Web. Al-
though the IE mapping can be under the responsibility of
the provider, every textual object needs to be rewritten for
semantic interoperability. This calls forrobust and large
scaleNLP capabilities.

On the other hand, advantages in the opposite direction
also exist. First of all, the Semantic Web has pushed in
the recent years the advent of a number of formalisms (e.g.

RDF, OIL, DAML+OIL) expressedly defined for knowl-
edge representation and exchange (Fensel et al., 2003). The
benefits of this initiative are certainly in the area of logic,
data modeling and knowledge representation, although
some progress was undoubtedly due to previous research in
ontological semantics in AI. Nowaday researchers, devel-
opers and practitioners in the Semantic Web area can rely
on very powerful infrastructures (e.g. the support of XML
for storing and exchanching complex data) and languages
for sharing knowledge of a realistic size. As a result, there
is an increasing availability of semantic resources focused
on real applications and thus specific domains. Most of
them (e.g. DAML ontology library) are already interopera-
ble as they share basic principles and formalisms. Semantic
interoperability increases the rate by which large knowl-
edge bases can be produced and exchanged. This trend will
(and in factis currently) offer(ing) a number of resources
that are large scale world models with underlying system-
atic principles and semantics. The awareness about the util-
ity and effectiveness of such models in contemporary IT
(e.g.Web servicesandknowledge management) is increas-
ing so that a growing number of these resources can be re-
alistically expected to be delivered in the near future. This
state-of-affairs opens research directions for NLP. Ontolo-
gies will play the role of semantic models of application do-
mains and the more systematic will be their design the more
usable and powerful they will result. Here, the target issue
is not their possibility of becoming a standard for their tar-
get application domains. It is more interesting their role in
near-future NLP services. Most of the linguistic ambiguity,
typical of NL texts, is strikingly reduced whitin a domain-
specific semantic model. The ability of integrating these
by-products, i.e. extensive domain ontologies, with their
own lexical framework will make NLP applications (e.g,
IE systems) very effective. First, they will be able to rely
on ontological contraints for ambiguity resolution and this
will increase basic performances. Second, and more impor-
tantly, the semantic interpretation process of any piece of
text will be able to exploit both systems: a domain ontology
(with ts own inheritance and other inference mechanims)
and a semantic lexicon. Although still non deterministic
(as a many-to-many relationship can be exected in general
to hold between ontological and lexical concepts), the inter-
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pretation process will be more robust with respect to lacks
in domain or lexical knowldge: failures (or missing infor-
mation) in one semantic system will be compensated by the
other. Near-future NLP applications will be thus more and
more demanding relatively to the integration of ontological
and lexical knowledge. As this mappings are crucially do-
main and application dependent, methods for learning them
from texts and/or existing resources is a very important re-
search line.

The cross-fertilization between advanced data model-
ing technologies (as aimed in the Semantic Web) and NLP
is thus a very interesting research line. In this paper, we
then discuss a method for a solution of a particular problem
in this area: the intregration between a concept hierarchy
(DCH) typical of an ontology with a general-purpose lin-
guistic knowledge base (LKB). The method we propose
relies only on the taxonomical knowledge of theDCH and
on the topology of the lexical knowledge base (Sec. 2.). A
case study, i.e. the integration of the MeSH, Medical Sub-
ject Headings (MESH), and WordNet (Miller, 1995), will
be then presented as a proof of the effectiveness and accu-
racy of the overall approach (Sec. 3.).

2. Integrating an Ontological Hierarchy
with a Lexical Network

A suitable mapping between a domain specific resource,
i.e. a domain concept hierarchy(DCH) of a Semantic
Web ontology, and a domain-independent lexical knowl-
edge base (LKB ) is beneficial both for NLP and for Se-
mantic Web (SW). To explain textual phenomena language
oriented ”isa” hierarchies spanning over different domains
are required. This mapping deals with a general many-to-
many correspondence between the DCH ontological con-
cepts and the LKB word senses.

In the rest of the section we will often discuss notions
like concepts (in DCH), word senses (in LKB) and their
structural properties in the underlying resources. Any con-
ceptC in the domain hierarchy (DCH) is characterized by
its linguistic label hereafter noted astC . This labelt corre-
sponds either to a singleton word or to a multiword expres-
sion. This information can be used as a reference within the
lexical knowledge baseLKB. We will denote LKB entries
by means of Greek letters, e.g.α. Those LKB senses that
correspond to possible linguistic meanings of labelt will
be denoted asαt. Sometimesαt may not exist for technical
concepts as they are not present in the domain independent
LKB 1. In general, a labelt will correspond to more than
one sense.

As DCH and LKB have both an internal structure some
other useful properties can be introduced. First of all we
will call linguistic extensionof a DCH conceptC, denoting
it as ext(C) the set of the labels forC or for one of its

1Notice that in this case we could relax the search of the mul-
tiword expression, e.g.Common Hepatic Duct, and try to match
senses for sub-expressions obtained by neglecting some modifier,
e.g. Hepatic Duct. The longest expressions corresponding to one
LKB entry would be retained as a possible linguistic interpreta-
tion.

 

Lexical Knowledge 
Base 

t 
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α6 

Domain Concept 
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Figure 1: Integration of domain and general-purpose
knowledge

descendantsC ′ as follows:

ext(C) = {tC′ |C subsumesC ′ according toDCH} (1)

For example the linguistic extension ofTissuesin MeSH
(MESH) includes words and terms like ”Articular Carti-
lage”, ” Corneal Endothelium”.

Given its extension, a DCH conceptC can be inter-
preted in LKB via its linguistic generalization set, that
is the set of generalizations,αt, in LKB for the labels
t ∈ ext(C). It will be denoted bylgen(C) that is defined
as

lgen(C) = {α ∈ LKB|∃t ∈ ext(C) and

αt is subsumed byα in LKB} (2)

Due to language ambiguity the generalization setlgen(C)
includes more senses in LKB than those strictly needed to
representC. The lexical ambiguity of termst ∈ ext(C)
implies that its possibly irrelevant sensesαt ∈ LKB can
be included inlgen(C). In the next two sections the model
to constraint generalizations in LKB by means of DCH in-
formation will be defined aiming to reduce the overall am-
biguity and detect the correct LKB sense assignments(s) to
DCH elements.

2.1. Inspiring principles

One of the aims of the proposed integration is to con-
straint the search for word sense assignment (i.e. naviga-
tion in the LKB) through information provided by the do-
main resource. Vice versa the LKB structure will be used
to bias the search of DCH meanings, i.e. explain linguisti-
cally the nature of the DCH primitives: for exampleCar-
diovascular Systemhas just one sense in WordNet, under
the ”bodypart” sub-hierarchy; however, as a MeSH topics,
it is also related to functionalities and physiological pro-
cesses not coded as ”bodypart”s.

Cross-corresponding concepts between a DCH and a
lexical model LKB can be detected by exploiting in combi-
nation both constraints. We will rely on the following two
principles:

(P1) (Extensional Nature of DCH). Given a domain con-
cept hierarchy DCH, whatever the nature of its basic
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unit is, subsumption throughout the hierarchy has al-
ways an extensional interpretation, i.e. for each cou-
ple of conceptsC ′ andC ′′ subsumed by a common
ancestorC in DCH, there is always a linguistically
consistent conceptα ∈ LKB such that the linguis-
tic expressionst′ = tC′ andt′′ = tC′′ have sensesαt′

andαt′′ both subsumed byα in LKB2.

(P2) (Intentional strength in LKB). A set of linguistic deno-
tationsW = {wi} 3 whose senses are all subsumed by
a givenα ∈ LKB has anintentional strengthfor W
that is a function of the senses ofwi and of their dis-
tribution in the LKB sub-hierarchy dominated byα.
α represents the trade-off between the generalization
required to represent all the denotationswi and their
specialization, i.e. the capability of separating the in-
dividual different senses of thewi’s. Any monotonic
non-decreasing function of such a trade-off is a valid
measure of the intentional strength ofα with respect
to wordswi.

DCH nodesC are in a many-to-many mapping to LKB
senses. As a consequence setsW = ext(C) may not re-
ceive a uniqueα ∈ LKB but are usually covered by more
than one generalization (i.e. there is noα that is a com-
mon ancestor for allt ∈ W , implying that the intentional
strength is 0). In this case an alternative can be found by
partitioningW in more coherent (and possibly overlapping)
subsetsWi. These will give independently rise to common
generalizations,αi: each one is a trade-off as the higher in
the hierarchy isαi, the larger is the size of the correspond-
ing Wi.

2.2. Mapping domain concepts to lexical senses

The aim of the mapping between DCH and LKB is to
find the correct attachment site of each DCH concept in
LKB. This can be a complete equivalence whenever the
DCH concept is not represented in the LKB or a ”cross-
generalisation” among the two hierarchies for partially rep-
resented concepts (see Fig. 1). PropertiesP1 andP2 drive
the mapping in the following way. A domain conceptC re-
ceives the minimal set of word senses inlgen(C) with the
maximal intentional strengthas subsumers of non-trivial
subsets of the linguistic extension ofC, i.e. ext(C). Usu-
ally specific entries in DCH (e.g.Tissues) are mapped into
one ore more LKB senses (e.g.’body part’ and ’epithe-
lium’ in WordNet). Vice versa one sense may be tagged

2The extensional interpretationα may not be unique. In fact,
given a bipartite set ofC descendants{C′

1, ..., C
′
n, C′′

1 , ...C′′
m},

then two (or more) concepts may exist,α′ 6= α′′, such that
∀i = 1, ..., n tC′

i
generalizes inα′ and∀j = 1, .., m tC′′

j

generalizes inα′′

3The use ofwi here emphasizes the difference with respect to
the previously adopted notion ofti. wi are linguistic symbols that
independently from any domain are referential in the world.ti

are terminological labels of DCH concepts and their semantics is
NOT exhaustively determined on a linguistic ground. Principle
P1 focuses on the interpretation of domain symbolsti by means
of the DCH hierarchy. AsP2 focuses on purely linguistic infor-
mation determined by LKB, a different notation is required.

by several DCH primitives (e.g.’body part’ as ’Digestive
System’, ’Cardiovascular System’, ’Tissues’, ...).

In our model the notion ofconceptual density(cd), as
introduced by (Agirre and Rigau, 1996), is used as a mea-
sure of intentional strength (principleP2). The conceptual
density aims to state why and how much a set of words
should be considered similar according to a reference lex-
ical hierarchy, LKB4. Given a setW of words (eventually
with multiple senses) and a specific nodeα in the lexical
hierarchy dominating at least one sense for eachw ∈ W ,
the conceptual densitycdW (α) is a real value associated to
the common ancestorα: it is proportional to the number of
covered senses ofw ∈ W and inversely proportional to the
size of sub-tree rooted atα. Therefore, the smaller the sub-
tree (i.e. the more specific isα as a generalization of the
senses ofw’s), the higher is thecd value. Although its ap-
plication in the ontology engineering framework proposed
in this paper is new, this measure has been widely applied to
word sense disambiguation problems ((Basili et al., 2004)).

The model we propose here requires that a triggering set
T of DCH conceptsC (with category labelstC) has been
previously selected. This set will drive the application of
the principleP1andP2over the DCH. Then, for each con-
ceptC ∈ T , the corresponding set of linguistic expressions
(ext(C) in Eq. (1)) is determined by DCH.ext(C) and the
conceptual density are then used to derive anoptimalset of
LKB senses within the linguistic generalizations ofC (i.e.
lgen(C) in Eq. (2)): this set is optimal as it is made of the
intentionally strongest sensesαi that generalize all the ex-
pressions oft ∈ ext(C). By means of a greedy technique,
the generalizationsαi of non-trivial subsetsWi ⊂ ext(C)
are selected according to decreasing values of conceptual
density until the entire set is not completely covered. In
this way, eachC ∈ DCH is mapped to anαC ∈ lgen(C)
characterized by the highest intentional strength (i.e.cd()).
More details can be found in (Basili et al., 2004)

The algorithm that maps theDCH into the LKB is
triggered by the subset of conceptsT and is sketched in the
following.

proceduremerge(DCH,LKB,T )
for eachC ∈ T

(Step 1) Determine the linguistic extensionslgen(C)
in DCH made of all descendants ofC

(Step 2) Compute the optimal mappingG(C) ⊂ lgen(C),
by a greedy selection that maximizes conceptual density

(Step 3) AttachtC to senses inG(C)
(Step 4)for each t ∈ ext(C)

Attacht to α ∈ LKB iff:
α is a sense fort in LKB and
∃β ∈ G(C)|β subsumesα in LKB

The subsetT of the domain concepts inDCH is therefore
an input parameter. For example, the top levels ofDCH
can play the role ofT 5. To better explain the algorithm we

4WordNet has been used as the underlying reference taxon-
omy for the definitions and experiments related to the conceptual
density

5A limited semantic dictionary for which wide extensional ev-
idence is available can improve the mapping accuracy
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will make reference to the example in Fig. 1. Let us con-
centrate on the iteration that considers the conceptC ∈ T
havingtC = t (i.e. the nodet of the DCH in figure). The
following process is carried out: first linguistic expressions
ti ∈ ext(C) of C descendants in theDCH hierarchy are
determined in (Step 1), e.g.ext(C) = {t1, ..., t4} in fig.
1. Linguistic descriptionsti are analysed against the lexi-
cal semantic hierarchy LKB. Different subsets are derived
W1 = {t1},W2 = {t2, t3} andW3 = {t4} as they receive
different interpretations, i.e. activate sensesα1, ..., α6. All
elementsti are ”somehow” more specific oftC . (Step 2)
allows to select the optimal generalizationsG(C) as word
senses. These are the valid generalizations of subsets of
ext(C) having the highercd and covering the entire set
ext(C). In the example,G(C) = {α5, α4} as they are
enough general to represent allti and enough specific to
refuse some useless senses. TheDCH conceptC is thus
used to annotate sensesα5 andα4 (Step 3). Finally, the lin-
guistic labels ofDCH concepts are attached to the related
senses in theLKB (Step 4). It is easy to see that this infor-
mation reduces the ambiguity of eachti. For instance, the
interpretationα6 of t1 is discarded: its conceptual density
is too low and other senses are sufficient to cover the entire
set{t1, ..., t4}.

The result of the above process is aConcept Hierar-
chy that links denotations of domain concepts to their lin-
guistic counterparts: the former will support disambigua-
tion in language processing, while the latter will favour lin-
guistically consistent generalizations of general (i.e. non
domain-specific) surface forms.

3. Mapping MeSH to WordNet: a case study
We investigated the power of the proposed algorithm

over a complex framework: the mapping of anot-so-
structureddomain concept hierarchy, i.e. the Medical Sub-
ject Heading, to a principled linguistic knowledge base, i.e.
WordNet. The fact that MeSH is not a properis-ahierarchy
can be shown by an example. Consider the termdendrite
appearing three times in the MESH hierarchy, i.e. (1) ”Den-
drites→ Neurons→ Nervous System”, (2) ”Dendrites→
Cell Surface Extensions→ Cellular Structures→ Cells”,
and (3) ”Dendrites→ Neurons→ Cells”. It should be no-
ticed how the nature of the above arrows alternates between
part of and is a: ”Dendritesin fact is a Cell Surface Ex-
tensions” while ” Dendritesare part of Neurons”. Other
technical relationships are also present in MeSH: for exam-
ple, the termMovementis a very specific sort ofPhysio-
logical Mechanismsuch that an improperis a seems rep-
resented by the branchMovement→ Physiological Mech-
anism. Given the extremely varying nature of the MeSH
structure the mapping to WordNet appear as an extremely
challanging task for the learning algorithm of Section 2.2..
If a reasonable performance can be obtained over this case,
we can expect a significant accuracy in scenarios character-
ized by more principled domain concept hierarchies.

In order to demonstrate that the proposed algorithm can
select or suggest the correct attachments (if any) of domain
concepts to LKB nodes, a critical step is the definition of the
golden standard. In the selection of the target MeSH con-
cepts to be used in testing, we imposed on two properties:

Category D26.664.255.165.810
Term Suspension
Hierarchy Branch Colloids; Dosage Forms; Phar-

maceutical Preparations; Spe-
cialty Chemicals and Products;

Siblings aerosol;emulsion;gel

Table 1: MeSH information for the termSuspension

(1) the termt denoting the concept should be represented in
the LKB, i.e. at least one synset in the LKB should be ac-
tivated byt; (2) t should be ambiguous in the LKB. The
first constraint has been satisfied imposing that concepts
whose surface forms are fully represented in WordNet have
a corresponding synset. Even if complete representation of
the surface formt does not completely guarantee semantic
completeness (as the MeSH intended meaning fort can be
missing in WordNet), this approximation helps to select a
portion of concepts significant for testing. Constraint (2) is
used to test the algorithm over non trivial test cases and also
to measure its accuracy contrastively to the task complexity
(i.e. number of senses). The application of the two con-
straints to MeSH, selects a set of about 1,500 MeSH nodes.
This set will be hereafter referred as theRepresented and
Ambiguous(ReprAndAmb) set of terms.

The selected portion of the hierarchy has been given to
3 annotators asked to manually assign to each MeSH termt
(as observed in its hierarchy branchB1:B2:...:Bn), the cor-
rect WN synsets1,...,sn. The additional information shown
to annotators for deciding is the set of siblings of the target
term t in MeSH (see Tab. 1 for an example). Although
the full test is still on going, here we present partial results
achieved at the time of this submission. The portion anal-
ysed by all the three annotators consists currently of a set
of 500 concepts, hereafter calledAnnotated set. The inter-
annotator agreement on it is 90.2%.

In the validation we exploited also the probabilis-
tic interpretation of the mapping algorithm of Section
2.2.. Given a termt in ext(C) and given one of
its sensess (i.e. senses(t) ∈ WN ), let us define
cd(σ) =

∑
α generalises σ cdext(C)(α) where α are

generalisations of sensesσ in Wordnet as found by the
algorithm of section 2.2. An estimate of the probability
P (s|t), that the method assigns to a senses, can be thus
defined, as a posterior probability, by:

post prob(σ) =
cd(σ)∑

α∈senses(t) cd(α)
(3)

The posterior probability should be compared with the prior
probabilityprior prob(σ), computed asprior prob(σ) =

1
|senses(t)| .

Tab. 2 reports figures about the initial complexity of the
task in the polisemy and entropy scores of thea-priori col-
umn. The reduction in the overall ambiguity, implied by the
method, is reported in thea-posterioricolumn. The poly-
semy and entropy are both averaged over the two differ-
ent test sets,ReprAndAmb (1,500 cases) andAnnotated
(500 cases). The average entropy is computed considering
the probabilistic interpretation of the terms-to-senses map-

Alessandro  Oltramari
82



a-priori a-posteriori
ReprAndAmb Avg. Polysemy 3.22 2.827

Avg. Entropy 1.039 0.448
Annotated Avg. Polysemy 3.20 2.846

Avg. Entropy 1.026 0.444

Table 2: Preliminary analysis

All Senses Only Best Senses
Recall 0.920 0.700
Precision 0.347 0.630
F-measure(α = 0.5) 0.504 0.663

Avg. Information Score 0.680

Table 3: Results on the annotated portion

ping and it suggests that (even in a technical domain as in
MeSH) terminological expressions are a priori quite am-
biguous (over 3 senses on average). After the application
of the method, the average polysemy does not fall dramati-
cally as not so many senses are pruned out. However, lower
probabilities are given to most of them as the fall in the
overall entropy, caused by more skewed distributions, sug-
gest. Thea posterioridistribution seems to assign to few
senses most of the probability, i.e. high degree of confi-
dence. Unfortunately, entropy does not give much infor-
mation about the method’s accuracy, so other figures (e.g.
recall) are needed.

Tab. 3 describes the performances of the algorithm over
the Annotated set. Recall, precision, andf -measure are
reported for two decision strategies: (1 - Second Column )
All Senseswhere all the possible senses receiving non zero
probability are considered as potential solutions and (2 -
Third Column)Only Best Senseswhere only sensess for
whichpost prob(s) > prior prob(s) hold are retained.

The high values of recall show that the algorithm almost
always prefers the correct sense although the low precision
suggests that, without imposing any threshold to probabil-
ity scores, too many senses still survive. When another
strategy is used to decide the mapping is still effective with
an acceptable precision: an increase of the f-measure of
around 16% is observed, mainly justified by the doubling of
the precision score. In order to better study the adherence
of the posterior probability (i.e. the system preferences) to
the oracle, we computed the average information score, as
early introduced in (Kononenko and Bratko, 1991). This
index measures the increase of information between prior
(i.e. uncertain) and posterior probability. It is better suited
for multiclass classification tasks based on a probabilistic
model assigning rewards when increase of posterior prob-
ability is observed for the correct decisions6 and penalties
when posterior probs are higher for wrong classifications.
The value of information score indicates the number of bits
gained by the posterior probability in coding the correct de-
cision model. A positive values expresses how many use-
less senses (i.e. wrong) have been removed with respect

6or dually when lower posterior probabilities characterize
wrong decisions.

WNSynset Gloss Pprior Ppost

12923333 a time interval during
which there is a temporary
cessation of something

0.143 0.002

12316056 a mixture in which fine par-
ticles are suspended in a
fluid where they are sup-
ported by buoyancy

0.143 0.915

773686 the act of suspending
something (hanging it
from above so it moves
freely); ”there was a small
ceremony for the hanging
of the portrait”

0.143 0.007

3805196 a mechanical system of
springs or shock absorbers
connecting the wheels and
axles to the chassis of a
wheeled vehicle

0.143 0.071

163152 a temporary debarment
(from a privilege or posi-
tion etc)

0.143 0

6132706 an interruption in the inten-
sity or amount of something

0.143 0.005

11815922 temporary cessation or sus-
pension

0.143 0

Table 4: Agoodexample: synsets, prior and posterior prob-
ability for the termSuspension

to the prior distribution. Notice how the value obtained
against theAccepted oracle (0.68) is more or less equal to
the decrease of entropy in the same set (as reported in Ta-
ble 2): this suggests that, in general, those senses removed
by the algorithm (or, better, considered unlikely) are in fact
the wrong ones. As an example of the resulting system be-
havior the posterior probability for the termSuspensionis
the presented in Tab. 4 where it can be seen that the algo-
rithm selects the correct sense giving the highest probabil-
ity (0.915). Senses receiving 0 as posterior probability are
the ones filtered out by the greedy algorithm calculating the
conceptual density and the minimal coverage set.

4. Conclusions
In this paper we discussed the role of lexical informa-

tion in ontology engineering and presented a method for
mapping an underlying domain concept hierarchy into the
entries of a lexical semantic resource. A large scale em-
pirical investigation is on going within a complex scenario,
i.e. the mapping between a medical terminological hier-
archy and WordNet. The results reported on a non trivial
subset show that the proposed method is very effective. It
can serve as a viable approach to the building of a domain
semantic dictionary, i.e. as a first step in a language-driven
ontology learning process.
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Abstract 

This article will concern the specification of the conceptual and linguistic constraints for the construction of a knowledge base in 
classical architecture, an operation that involves the structuring of the concepts of the domain to which appropriate linguistic terms 
must be associated. Our approach will take into account models of conceptual dictionaries proposed in computational linguistics as 
well as knowledge representation and ontological formalisms proposed in artificial intelligence and ontological engineering. 

 
1. Introduction 

 

This article will concern the specification of the 
conceptual and linguistic constraints for the construction 
of knowledge bases to be used for applications in  human 
language technology. We shall focus on a particular 
domain, the representation of classical architectonic 
structures, for which a knowledge base has been 
developed.  

The construction of a knowledge base is an operation 
that involves the structuring of the concepts of a domain 
to which appropriate linguistic terms must be associated – 
this is often called an ontology. 

As a principle, we assume that the knowledge base 
must exhibit a high degree of clearness, coherence, and 
correctness mandatory to develop applications involving 
an advanced treatment of its content, as required by many 
knowledge based applications. These characteristics can 
be obtained by controlling the process of creation, either 
human or automatic, by imposing a set of integrity 
constraints regarding the ways of structuring concepts and 
associating terms to them.   

Our approach will take into account certain models of 
conceptual dictionaries proposed in computational 
linguistics as well as knowledge representation and 
ontological formalisms proposed in artificial intelligence 
and ontological engineering.    We are confident that the 
representation of the lexicon will benefit from the 
integration of different methodologies capable of 
providing more insight about the complex relationships 
between lexicon and knowledge. 

The relation between language and knowledge is one 
of the major problems studied for years in linguistics, 
psychology, philosophy and, recently, in computational 
linguistics and artificial intelligence, in particular, in 
knowledge representation and ontological engineering.  

In cognitive science, the distinction of the reality into 
classes of objects is used in order to study the human 
process of acquisition of knowledge (Keil, 1989). Part-
whole relations have been investigated in order to account 
for the conceptual processes underlying linguistic terms 
used for expressing the concept of “part”. The result of 
this analysis has been the specification of a taxonomy of 
part-whole relations and of the logic underlying them 
(Winston et al., 1987; Cruise, 1979). 

Computational linguistics is interested in finding a 
global organization of the lexicon into classes related to 
each other, in order to represent word meanings and to 
improve natural language understanding systems. 
Different approaches have been adopted which combine 

linguistic, cognitive and lexicographic aspects. However, 
the results are sometimes far from being coherent with 
clear logical and ontological assumptions (Hirst, 2004). 
The methods underlying certain conceptual dictionaries, 
like WordNet (Miller et al., 1990; Vossen, 1998) and 
Dicologique (Dutoit, 1992), are the results of a number of 
investigations trying to integrate multidisciplinary issues 
in the representation of the lexicon 

The design of knowledge representation formalisms 
frequently integrates conceptual and linguistic 
considerations. As an example, the semantic network has 
been designed to represent word meaning and knowledge 
representation languages based on this formalism are 
relevant tools for the representation of the semantic aspect 
of the lexicon (Brachman and Schmolze, 1985; Caligaris 
et al., 1992; Cappelli & Mazzeranghi 1994; Patel-
Schneider et al., 1996; Woods and Schmolze 1992).  

Recently, a new generation of knowledge 
representation languages has been introduced, in which 
general abstract means for structuring knowledge can 
interact with a set of ontological constraints regarding the 
inner content of concepts. As an example, OWL is a 
language for defining structured, Web-based ontologies 
which can enable richer integration and interoperability of 
data across application boundaries. With  OWL it is 
possible for information contained in documents to 
actually be processed by applications, rather than just 
presented to humans. OWL facilitates greater machine 
interpretability of Web content than that supported by 
XML, RDF, and RDF Schema (RDF-S) by providing 
additional vocabulary along with a formal semantics. 
OWL has three increasingly-expressive sublanguages: 
OWL Lite, OWL DL, and OWL Full (Bechofer et al., 
2004). 

Ontology is a fundamental field of research, critical 
of many advanced applications in computer science and 
information science, but also in medicine, education, and 
industries.  

In the “Stanford Glossary of Ontology Terms”, 
ontology is “an explicit specification of some topic, … a 
formal and declarative representation which includes the 
vocabulary (or names) for referring to the terms in that 
subject area and the logical statements that describe what 
terms are, how they are related to each other, and how 
they can or cannot be related to each other. Ontology 
therefore provides a vocabulary for representing and 
communicating knowledge about some topic and a set of 
relationships that hold among the terms in that 
vocabulary”. 
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In this definition, philosophical intentions are as 
important as the conceptual and linguistic modelling of a 
specific domain for practical applications. Conceptual and 
linguistic modelling are important for representing and 
communicating knowledge, in other words, for 
implementing knowledge-based systems more 
immediately applicable to industrial problems. 

Following Gruber (1995), “An ontology is a formal 
explicit specification of a shared conceptualization”. For 
Gruninger and Lee (2002), this notion of 
conceptualization refers to an abstract model of how 
people think about things in the world, usually restricted 
to a particular subject area. In this way, an ontology can 
be intended as a formal representation of a domain, 
instead of as a formal characterization of what exists in 
the world. 

A philosophical and clear notion of ontology is 
invoked by Guarino and Welty (2000; 2002a; 2002b), 
who define ontology: a discipline of philosophy that deals 
with what is. Recognizing that “the accepted industrial 
meaning of ‘ontology’ makes it synonymous with 
‘conceptual model’ and is nearly independent of its 
philosophical antecedents”, they draw the distinction 
between “conceptual model”, as an “actual 
implementation of an ontology that has to satisfy the 
engineering trade-offs of a running application”, and 
“ontology design”, whose only goal “is to specify the 
conceptualization of the world underlying such 
application” and is “independent from run-time 
considerations”. In this perspective, they try to specify a 
methodology (OntoClean) based on formal philosophical 
notions general enough to be used independently of a 
particular domain. In other words, formal notions are used 
to define a set of metaproperties, which are used to 
characterize relevant aspects of the intended meanings of 
the properties, classes, and relations. Formal notions, such 
as identity, essence, unity, and dependence are defined in 
order to specify a logical framework to make an intended 
meaning of a taxonomy more explicit.  

Because of the interest for ontology in many 
application sectors, a new discipline has emerged, 
ontological engineering, whose goal is to investigate the 
entire ontology life cycle, which is composed of the 
following steps: design, evaluation, validation, and 
revision (Holsapp & Joshi, 2002). 

A formal methodology for the entire life cycle of 
ontology building is Methontology (Blazquez et al., 
2002). The aim of this methodology is to bridge the gap 
between how people think about a domain and the 
language into which the ontology is formalized. 
Intermediate representations, whose conceptual model is 
implicit, are constructed and translated into a coherent 
ontology. 

The possibility to share and reuse ontology for 
different applications, directly or with minor 
modifications, is another goal of ontological engineering. 
Besides, sharability and reusability are considered two 
important characteristics of ontology built for industrial 
applications. 

Our model has been specified for a specific domain. 
However, we are now investigating its applicability to 
other domains, i.e. legal, economical and social security 
for which we have developed applications in conceptual 
information retrieval and in text generation. The 
comparison of the result of the testing of the model on 
these fields, which have very different characteristics 
(architecture is characterised by functional artefacts, the 

others on nominals), will help in finding the variant and 
the invariant functional and material characteristics of 
each domain.   

This problem is not only fundamental from a 
theoretic point of view, but it is also very relevant for 
applicative purposes. The solution of this problem should 
suggest a realistic view of reusability, especially in the 
development of efficient and robust methodologies for the 
total or partial modification of the body of knowledge for 
new knowledge based applications. 
 

2. Description of the Domain 
 

The modelling of the classical architectonic structures 
consists in the representation of very articulated and fine-
grain descriptions of complex artefacts in accordance with 
a very subtle degree of granularity and by using 
descriptive parameters concerning, among others, the 
morphology of the composition of the subparts, their 
form, the material they are made of, and their function 
(Allsopp, 1965). 

This domain is composed of complex artefacts 
with a precise identity. 

A rich terminology, progressively specialized and 
structured following a rich tradition of classification and 
interpretation studies, enables us to precisely refer to the 
subtle descriptive distinction among objects, their 
functions, and their uses. The lexicon is then strictly 
related to the conceptual aspect of the domain, since it has 
been modelled in accordance with the “observable” 
structure of the artefacts. In other terms, by structuring the 
lexicon, it is also possible to account for the majority of 
the knowledge of the domain, since lexical items precisely 
refer to specific classes of objects or to specific 
descriptive parts of the objects themselves. 

Let us introduce an example in order to highlight 
some characteristics of the domain. In classical 
architecture, the structure of the temple is composed of 
three parts: stylobate, colonnade, and entablature.  

The colonnade  is a range of columns.  
The column is composed of a base, a shaft, and a 

capital. 
The base is the lowest member of a column and 

therefore usually appears only in the Ionic and Corinthian 
order, rarely also in the Doric. 

So, the Doric column, has, in general, no base and 
is composed only of a shaft and a capital. 

The shaft is the main body of a column or a pier, in 
general, which is between the base and the capital. In the 
most ancient buildings, monolithic shafts can be found, 
but in general, in the classic period, the shaft was 
composed of several drums. A drum is one of the 
cylindrical sections or courses of a column shaft. A shaft 
also has some flutes, vertical channels, segmental, 
elliptical, or semicircular, in a horizontal section. The 
flutes, twenty in general, in the classical period, were 
separated one from the other by an arris in the Greek 
Doric and early Ionic orders, and by a fillet in the 
developed Ionic and Corinthian orders. In Doric columns, 
the flute was usually segmental, or in order to emphasize 
the arris, it was formed of three arcs constituting what is 
known as false ellipse. A deeper curve was given to the 
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flutes in Greek Ionic and Corinthian columns and, in later 
work, the flute was semicircular. In rare examples, the 
flutes were carried spirally round the columns.  

In the flutings of the Doric column, the arris was 
present: a sharp edge formed by two surfaces meeting at 
an external angle. 

From this sequence of descriptions taken from the 
literature, certain regularities can be extracted, regarding 
both the nature of the objects and their mutual 
relationships. 

The objects of the domain have an intrinsic 
structure made of parts described following precise 
descriptive parameters. The distinction between the 
objects and their assignment to well-defined classes are 
performed by the evaluation of specific descriptive parts 
and modalities, which vary in accordance to structural, 
historical, and cultural parameters. The domain is thus 
structured in classes and subclasses, which generalize 
descriptions of specific objects.  

Due to this very cohesive conceptual organization, 
the lexicon is strongly structured in a rich technical 
terminology; its terms precisely refer to the objects of the 
conceptual organization. Objects and parts are univocally 
identified on the basis of subtle distinctions and have 
specific names. This helps in individuating singular 
descriptive characteristics in the vast variability of the 
artefacts, which can correspond to a specific sign of a 
period, school, or stylistic movement.  
 

3. Formal Model of Knowledge 
 

Starting from this representation, a formal model of the 
organization of knowledge has been specified, which 
explicitly accounts for all inherent characteristics of the 
knowledge. This model integrates knowledge 
representation techniques, lexical representation tools, and 
ontological engineering techniques which, together, 
contribute to the formal representation of the taxonomy of 
objects, of the association between objects and lexical 
terms, and of the typology of properties which describe 
objects as the grammar in Figure 1 shows (Cappelli et al., 
2003). 

 
3.1.  Epistemological Parameters 
 

We consider epistemology as the specification of certain 
basic means to structure knowledge independently of any 
content. In other terms, they constitute a general abstract 
grammar to organize knowledge (Brachman, 1979). The 
basic data structure of our representation is the concept, 
which aggregates information concerning its description, 
which is realized by the specification of its local 
descriptive subparts and its collocation inside the 
terminology.  

A concept is an intensional representation of a 
class and has a structure, as shown in the following. A 
concept has a unique identifier, which unambiguously 
identifies it in the map and can aggregate a list of terms in 
different languages, which are the synonyms with respect 
to the concept. Concepts can be related the one to the 
other in order to specify their topological position inside 
the conceptual map, in terms of: 

1. Superconcept. Between two concepts belonging to the 
same inheritance chain, one of which is more “general” 
than the other (column / Doric column); once inserted in 
the generalization chain, a concept follows the logic of 
subsumption 
2. Thematic. Between two concepts associated by a sort of 
“point of view” relation, which cannot be defined in terms 
of a precise logic; thematic relations can be used for 
establishing relationships between different “semantic 
fields” for instance, the fact that the Doric order is 
characterized by the Doric column is represented putting 
in relation “Doric order” and “Doric column” by the 
relation “characterized by” which is not a clear meaning 
to be specified in terms of a precise type of semantics.  
 

<Concept>  <Concept identifier> <Synonyms> <Superconcept>  
      <Thematic relation>  <Descriptive parts> <Glossa> 
<Concept identifier>  <Integer> 
<Synonyms>  <Terms>* 
<Terms>   <Lexicalized terms> <Non-lexicalized terms> 
<Lexicalized terms>  <Word> 
<Non-lexicalized terms>   <Extracted terms> <New categorizations>
<Extracted terms>   <Idioms> 
<Idioms>   <Multiword> 
<Multiword>  <Word> <Word>+

 

<New categorization>   <Expression> 
<Word>   <String of characters> 
<Expression>   <Text> 
<Superconcept>  <Concept identifier> 
<Thematic relation>    <Label> <Concept identifier> 
<Label>   is characterized by | is studied by | . . . 
<Descriptive parts>  <Non meronimy parts> <Meronimy parts> 
<Non meronimy parts>   <Part name> <Concept identifier> 
<Part name>    form | aim | stuff | . . . 
<Meronimy parts>   <Components> <Place> 
<Components>  <Concept identifier> <Parameters>* <Nexus> 
<Parameters>  <Descriptive parameters> <Structural parameters> 
<Descriptive parameters>   <Cardinality> <Dimensions> 
<Cardinality>    <Cardinality label> <Integer> 
<Cardinality label>  atleast | atmost | exactly 
<Dimension>  <Dimension label> <Measure> 
<Dimension label>  height | depth | length | diameter | . . . 
<Measure>  <Real> 
<Structural parameters>   <Function> <Position> 
<Function>   <Predicate> <Arguments>* 
<Predicate>  carry | decorate | link | channel | throw | . . . 
<Position>   <Preposition> <Arguments>* 
<Prepositions>   upon | under | between | in | behind | in front of | . . . 
<Arguments>   <Meronimy parts> 
<Place>   <Concept identifier> <Nexus> 
<Nexus>   <Concept identifier> <Chain> 
<Chain>   <Concept identifier> <Meronimy parts> 
<Glossa>   <Text> 

Figure 1: Formal grammar 

3.2.   Linguistic Parameters 
 

Terms can be lexicalized or not lexicalized; for lexicalized 
we intend words (temple) present in a dictionary and 
multiwords (Doric column), which correspond to 
significant co-occurrences of words found in the 
literature. In this way, a concept represents one-word 
meaning (column) or that of a multiword expression 
(Doric column). Non-lexicalized terms are those 
sequences of words used as names of new concepts, 
which correspond to conceptualizations used for 
introducing technical and sharable distinctions, i.e., “the 
Doric Temple in B.C. 400”. 
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3.3.   Ontological Parameters 
 

Concepts are described by the declaration of their parts, 
which are related to the following concepts in accordance 
to the following types of links: 
 

• Meronimic, which follow the logic of meronimy; 
• non-meronimic, for all the others. 

 
This distinction is very shallow, but it enables one to 
clearly separate those parts that can be manipulated in 
accordance with a well-defined logic and those which 
cannot. 

Non-meronimic parts are those that are not 
constrained by a specific type of logic. They declare an 
association between a concept and another concept as one 
of its proper descriptions.  

They can be used in order to explain certain standard 
properties, such as, for instance: the form (a cover tile is 
normally semicircular or triangular), the stuff (the cover 
tile is made of terracotta or marble), or the aim (a 
palaestra is a training school for physical exercises). 
They can also be used to express any other properties with 
no precise semantics, such as, for instance, the date of a 
building, its position in a catalogue, etc. 

Meronimic parts follow the meronimic logic. We give 
examples about two types of meronimic relationships: 
component/object, which covers all the rich typology of 
structural descriptions of architectonic structures, and 
place/area, which allows us to distinguish, as an example, 
between buildings of the same type built in different areas 
(the Doric temple in Greece and in Sicily). 

The place/area type has not yet been structured: only 
a nexus with a part of the same type, belonging to another 
concept is specified, since it follows the logic of 
transitivity. 

Component/object type can have some descriptive 
and structural parameters. The descriptive parameters are: 
 

• Cardinality: used to explain a fact, such as, for 
instance, that a shaft bears sixteen flutes. 

• Dimensions: used to explain the dimension of a 
part in terms of a metric measure (a column is 
four meters high). 

 
Structural parameters are used to express structural 
relationships between parts of concepts and realize a 
simplified notion of structural description of classical KL-
One. They express: 
 

• Position: to define the relative position of a part 
with respect to other parts, for instance: the 
architrave is carried from the top of one column 
or pier to another; the position is expressed by 
using preposition and declaring some parts as 
their proper arguments. 

• Function: to define the role of a part in its 
relationship with another, as in a pier has the 
function of carrying an entablature or arch; the 
function is expressed by using predicates with 
their arguments. 

 
Given that meronimic parts follow the logic of meronimy, 
they can be linked to each other in order to create long-
distance association chains between descriptive parts of 
concepts to be exploited by a meronimic reasoning 
process. This enables us to compute the well known 
meronimic syllogism based on transitivity, for instance, if 
a frieze is part of an entablature and an entablature is part 
of a temple, then a frieze is part of a temple. 
 

4. Conclusions and Future Works 
 

This model has been applied in the creation of a 
knowledge base in archaeology starting from a list of 
terms extracted from glossaries and specialized texts. A 
question arises whether or not this model could be 
successfully applied to other domains. So, we are 
currently investigating the application of the model to 
politics, social security, law, economics and space 
science, in which we have already produced knowledge 
bases in accordance to other models not so deeply 
formalized as the one presented in this paper. 

By comparing the work for creating a conceptual 
dictionary about politics and social security (Bagnasco et 
al., 2000), and the organization of knowledge for the 
development of a system for the semi-automatic 
generation of legal contracts, in which we have developed 
a grammar which integrates textual (structure of the 
document), linguistic (lexicon and syntax), and conceptual 
parameters, certain preliminary conclusions can already 
be drawn.   

The distinctions we have introduced prove to be 
functional for the individuation of the generic and 
invariant aspects of a domain and for the specification of 
the means used for the creation of the concepts and of 
their relative lexical realizations. 

As we have already noted, in classical architecture, a 
rich terminology has been created which enables one to 
precisely refer to the subtle descriptive distinctions among 
objects, their functions, and their uses. In other words, 
terms have been created by multiplying words or by 
applying morphological processes. In social security and, 
partly, in law, concepts are created by using synonymy or 
quasi-synonymy and by the creation of multiwords, 
through the variation of syntactic connectors (complex 
noun phrases). 

Epistemological parameters appear to be very 
relevant for the dynamic and flexible construction of the 
topological structure of knowledge. Besides, being the 
most abstract part of the grammar for representing 
knowledge, they proved to be useful for the representation 
of those conceptual processes regarding, for instance, the 
organization of the world from the legislator’s point of 
view, in particular, in definitions, attributions of rights, 
duties, etc. 

Concerning the ontological aspects, some 
distinctions we have introduced, especially between 
meronimic and non-meronimic parts, proved to be 
particularly important, due to the relevant presence of 
nominal objects in politics and law.  In these domains, the 
tendency is to make use of shallow associations between 
parts and whole not subjected to a precise type of logic. 
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This aspect should be more deeply explored, in particular 
for investigating the possibility of individuating abstract 
classes of concepts characterized by specific types of 
properties. This has been the aim of many approaches to 
ontology, in particular in the specification of the structure 
of  a general and standard “top level” which, in our 
opinion, sometimes appear to be too rigid. We are now 
investigating the problem by using, as a paradigm, the 
flexible creation of concepts as permitted by new 
knowledge representation languages. 
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Abstract 
This paper presents three principles constraining the ontological structure permitted by our support system for terminological concept 
modelling, CAOS, namely: the principle of uniqueness of dimensions, the principle of uniqueness of primary feature specifications and 
the principle of grouping by subdividing dimensions. We demonstrate that these principles are not applied in the general ontology set 
up in WordNet and that the violations of the principles often reveal weak points in the analysis. The conclusion is therefore that these 
principles are probably relevant not only to domain-specific but also to general ontologies. 

1 Introduction 
We are building a tool for terminological ontology 
structuring1, i.e. structuring of domain-specific ontologies. 
The backbone of this system is constituted by 
characteristics modelled by formal feature specifications, 
i.e. attribute-value pairs2. The functionality of the tool 
rests on certain principles governing the description of the 
relationships between concepts based on their 
characteristics. In our paper for LREC 20043 we give a 
presentation of ten principles. Some of these principles 
apply not only to domain -specific ontologies, but also to 
general ontologies such as WordNet or the SIMPLE is -a 
hierarchy, whereas other principles probably do not apply 
to general ontologies. In this paper we will discuss 
whether these principles apply also to general ontologies. 
We will focus on the following three principles, since 
these are the mo st interesting in a comparison between 
domain-specific ontologies and general ontologies:   

• uniqueness of dimensions 
• uniqueness of primary feature specifications 
• grouping by subdividing dimensions 

Some of the other principles, such as for example 
polyhierarchical structure and inheritance of feature 
specifications, are well known, and should apply to both 
terminological and general ontologies. Some other 
principles are specific to the technical functionality of the 
CAOS system and will not be discussed here.  
In order to illustrate the principles of terminological 
ontologies we present some examples, which have been 
developed for CAOS. Concerning the principles of 
general ontologies we have chosen some examples from 
WordNet, which is one of the most outstanding ontologies 
for general language, cf., for example, Gómez-Pérez et al. 
(2004: 79). 
 

                                                 
1 CAOS – Computer-Aided Ontology Structuring (cf. 
www.id.cbs.dk/~het/idterm/CTO/caos/index.html). 
2 This approach to the modelling of characteristics was proposed 
in Thomsen (1998, 1999) and Madsen (1998). 
3 Principles of a system for terminological concept modelling (to 
be presented at LREC, Lisbon, May 2004). 
 

2 Uniqueness of dimensions  

2.1 Dimensions and feature specifications  
We distinguish two kinds of feature specifications: 
primary and inherited. A primary feature specification is 
assigned directly to a given concept, whereas an inherited 
feature specification is inherited from the concept’s super-
ordinate concepts. In CAOS attributes and values of all 
the primary feature specifications of subordinate concepts 
must be registered on the superordinate concept. This is 
done by creating dimension specifications on the mother 
concept in question consisting of a dimension and a list of 
values: 
 (DIMENSION : [value1, value2, ...]). 
The principle of uniqueness of dimensions says that a 
given dimension may only occur on one concept in an 
ontology. This means that primary feature specifications 
with the same attribute must always occur on sister 
concepts. 
Uniqueness of dimensions contributes to create coherence 
and simplicity in the ontological structure because 
concepts that are characterized by means of primary 
feature specifications with the same dimension must 
appear as coordinate concepts on the same level having a 
common superordinate concept. 
Figure 1 below shows an extract of a terminological 
ontology for printers, where the dimensions are shown by 
means of boxes covering the relevant branches.  
The dimension CHARACT ER TRANSFER occurs only on the 
concept printer, i.e. only the coordinate concepts impact 
printer and nonimpact printer are distinguished by means 
of primary feature specifications comprising this dimen-
sion. 
However the dimension OUTPUT is not unique in the 
hierarchy shown in figure 1, since it occurs both on the 
concept printer and on the concept high-speed printer. 
When the user tries to insert [OUTPUT : page-per-page] on 
the concept high-speed page printer, CAOS will report 
that OUTPUT  is a dimension already found on the concept 
printer, and therefore the attribute OUTPUT  can only be 
part of primary feature specifications on daughters of 
printer. The user can then choose to introduce a new 
concept page printer as a daughter of printer, so that high-
speed page printer - in a polyhierarchical structure - can 
inherit the feature specification [OUTPUT : page-per-page] 
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from this new concept. This will result in a structure like 
the one in figure 2. 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

 
Sometimes it is difficult to comply with the principle of 
uniqueness of dimensions, because it will feel natural to 
use the same attribute in different places of the ontology, 
also where it is not possible to resolve the problem by 
establishing polyhierarchical inheritance. For instance, in 
the description of an ontology for printers, a need might 
arise to introduce the attribute SIZE both in dealing with 
different printer types and in dealing with different paper 
types . A problem like this can be solved by using more 
specific attribute names, e.g. PRINTER SIZE and PAPER SIZE, 
each with their own set of possible values. Most likely, 
however, the concepts concerning printer types and paper 

types will belong to two different terminological 
ontologies. 
As a matter of fact individual domain-specific termino-
logical ontologies in CAOS are not linked together in one 
common ontology. This is so because the intended users 
(terminologists or translators) in companies or institutions 
will only develop ontologies, which are relevant for the 
domain of their company or institution. An ontology will 
typically comprise between 50 and 100 concepts (though 
there is no limit to the number of concepts).  

 

 
      dimension specifications 
      enclosed in parentheses ( )  

 
      feature specifications 
      enclosed in square brackets [ ]  

Figure 1: Extract of a terminological ontology for printers (one dimension not unique) 

high-speed page printer 
  SPEED: high 
  OUTPUT: page-per-page 

printer 
(CHARACTER TRANSFER: [impact, nonimpact]; 
SPEED: [low, high]; 
OUTPUT: [line-per-line]) 

impact printer 
   [CHARACTER   
    TRANSFER: impact] 

nonimpact printer 
  [CHARACTER   
   TRANSFER: nonimpact] 

high-speed 
printer 
(OUTPUT: 
[page-per-page]) 
[SPEED: high]   

line 
printer 
[OUTPUT:  
[line-per-line]   

low-speed 
printer 
[SPEED: low]  

high-speed page printer 
  SPEED: high 
  OUTPUT: page-per-page 

printer 
(CHARACTER TRANSFER: [impact, nonimpact]; 
SPEED: [low, high]; 
OUTPUT: [line-per-line, page-per-page]) 

impact printer 
   [CHARACTER   
    TRANSFER: impact] 

nonimpact printer 
  [CHARACTER   
   TRANSFER: nonimpact] 

high-speed 
printer 
 [SPEED: high]   

line 
printer 
[OUTPUT:  
line-per-line]    

low-speed 
printer 
[SPEED: low]  

page 
printer 
[OUTPUT:  
page-per-page]  

Figure 2: Extract of a terminological ontology for printers (all dimensions unique) 
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2.2 WordNet’s speech hierarchy 
We will use examples from WordNet in order to compare  
the principles used in general ontologies with the 
principles used in terminological ontologies in CAOS. 
Concepts in CAOS correspond to synsets in WordNet. 
The information about each synset is not given in the form 
of feature specifications, but in the form of verbal 
definitions or explanations. On the basis of these 
definitions one can, however, deduce dimensions and 
feature specifications. In WordNet all synsets are included 
in one ontology, which probably makes it difficult to 
comply with the principle of uniqueness of dimensions, 
unless one chooses very specific dimensions. However it 
is possible to isolate subhierarchies and to consider them 
as separate ontologies. Let us give an example of such a 
separate onotology. The noun talk  has five senses, of 
which sense 1 is presented as follows: 

talk, talking – 

(an exchange of ideas via conversation; "let's  have more 

work  and less talk around here") 

This sense of talk  is found in the following hierarchy, 
where => means ‘is a hyponym of’ (= ‘is a subconcept 
of’): 

talk => conversation => speech => auditory 

communication => communication  

On the basis of the information about the relations 
between synsets given in WordNet one can set up the 
following tree diagram: 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
In several places in this  hierarchy we find hyponyms of 
speech distinguished by means of the number of persons 
participating in the speech. Thus under sense 1 of talk , 
dialogue is described as follows: 

dialogue, dialog, duologue --

 (a conversation between two persons) 

Under sense 1 of conversation, tête-à-tête, is described 
like this: 

conversation --

 (the use of speech for informal exchange of views  or  

ideas or information etc.)  

=> tete-a-tete --

 (a private conversation between two people) 

Here => means ‘has as hyponym’ (= ‘has as subconcept’). 
As hyponym to speech in sense 2 we find for example 
soliloquy, monologue: 

=> soliloquy, monologue -- (speech you make to yourself) 

These descriptions make implicit reference to the same 
characteristic, which could be represented by the 
dimension NUMBER OF INTERLOCUT ORS. However, this 
would amount to introducing the same dimension on three 
different concepts (on speech, conversation  and talk ). 
Consequently, we note that WordNet’s descriptions do not 
observe the principle of uniqueness of dimensions. 
In this particular case, however, the non-application of the 
principle seems to point to a deficience in the structuring 
of the ontology. Probably, the speech hierarchy could be 
restructured as shown in figure 4, where tête-à-tête is 
analyzed as a hyponym of dialogue. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 

2.3 WordNet’s writing hierarchy 
Let us have a look at two other synsets, namely report and 
letter, which belong to the following hierarchies:  

report => document => writing, written material => written 

communication => communication  

letter => text => matter => writing, written material => 

written communication => communication  

Again the information found in WordNet may be repre-
sented as a tree diagram: 

speech (sense 2) 

soliloquy, monologue conversation (sense 1) 

talk (sense 1) 

dialogue 

tête-à-tête 

Figure 3: The speech hierarchy in WordNet 
 

speech (sense 2) 

soliloquy, monologue 
[EXCHANGE OF IDEAS: no] 

 

conversation (sense 1) 
[EXCHANGE OF IDEAS: yes]

talk (sense 1) 
[INTERLOC: >1] 

dialogue 
[INTERLOC: = 2] 

tête-à-tête 
              INTERLOC: = 2 

CIRCUMSTANCES: private 

Figure 4: Restructuring of the speech hierarchy 
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Under sense 1 of text we find the hyponyms electronic 
text and hard copy: 

text, textual matter --

(the words of something written; "there were more than a 

 thousand words  of text"; "they  handed out the     

printed text of the mayor's  speech"; "he wants  to  

reconstruct the original text") 

=> electronic text --

 (text that is in a form that a computer can store and  

display on a computer screen)    

 => hard copy  --

 (text that is typed or printed on paper; "he ran off a hard  

 copy of the report") 

which are distinguished by means of the medium in which 
the text is represented. Under sense 1 of document we find 
papyrus, which is also distinguished from other kinds of 
documents by means of the medium: 

document, written document, papers --

(writing that provides  information (especially information    

of an official nature)) 

=> papyrus  -- (a document written on papyrus) 

This characteristic could be represented by the dimension 
MEDIUM, but this would again entail the introduction of 
the same dimension on more than one concept in the 
ontology, i.e. on both text and document. This problem 
could be solved by replacing MEDIUM by more specific 
variants: 
MEDIUM OF A TEXT 

MEDIUM OF A DOCUMENT 

But in this case too, the appearance of multiplication of 
dimensions reveals a possible weak point in the ontolo-
gical analysis. In fact, it seems rather arbitrary to make 
papyrus a hyponym of document, while electronic text 
and hard copy are hyponyms of text, and, correspondingly 
letter is analysed as a coordinate concept to electronic text 
and hard copy, but it seems to have more in common with 
report. That is, one could imagine a restructuring of the 
writing hierarchy as outlined in figure 6, where the boxes 
show subdividing dimensions as explained in section 4 
below. 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
We may conclude that within sub-hierarchies such as 
those displayed in figure 3 and 5 the application of the 
principle of uniqueness of dimensions could be useful 
by revealing weaknesses or inconcistencies in the 
ontological structure and thereby prompting an attempt 
to improve the analyses proposed. 
However, on the basis of these examples alone, we 
cannot conclude anything about the applicability of the 
principle on a larger scale. It is in fact difficult to obtain 
information about the sense descriptions in WordNet on 
a larger scale. In order to ascertain multiple occurrences 
of the same dimension it would be necessary to find 

word senses with partly identical (or at least similar) 
definitions irrespective of their positions in the 
ontology. Since it is not possible to search for words or 
phrases in definitions in WordNet, it is. however, a very 
difficult task to find similar definitions in distinct parts 
of the network. 
 
 

 

writing 

document (sense 1) 

report papyrus text (sense 1) 

letter electronic 
text  

hard copy 

  matter 

Figure 5: The writing hierarchy in WordNet 
 

Figure 6: Restructuring af the writing hierarchy 

writing 

document (sense 1) 

report 
[PURPOSE :  
describe findings] 

hard copy 
[MEDIUM: 
paper] 

text (sense 1) 

  matter 

electronic text  
[MEDIUM: data 
storage medium] 

papyrus 
[MEDIUM: 
papyrus] 

letter 
[PURPOSE :  
give a message] 

MEDIUM PURPOSE  
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3 Uniqueness of primary feature 
specifications  

The principle of uniqueness of feature specifications 
stipulates that a feature specification may only occur 
once in a terminological ontology as primary. A 
primary feature specification is entered on a concept 
directly by the terminologist, as opposed to inherited 
feature specifications, which are inherited from 
superordinate concepts.   
Uniqueness of dimensions (the previous principle) 
means that a given primary feature specification can 
only appear on concepts that are daughters of the 
concept containing the relevant dimension. Uniqueness 
of primary feature specifications means that a given 
primary feature specification can only appear on one of 
these daughters. 
The WordNet descriptions do not distinguish between 
primary and inherited feature specifications, but, as 
shown in section 2.2, dialogue and tête-à-tête are 
hyponyms of different synsets and both are 
characterized as being "conversation between two 
people". This description could be reformulated as the 
ascription of the primary feature specification [NUMBER 
OF INTERLOCUTORS: 2] to each of the two concepts. If 
this reformulation is correct, then the original WordNet 
descriptions do not follow the principle of uniqueness 
of primary feature specifications. 
In this case, the ‘violation’ of the principle points to one 
of the same problems as those mentioned in section 2.2, 
above, namely that perhaps tête-à-tête is  not in its 
optimal place in the ontology. This problem could 
probably be avoided by making tête-à-tête a hyponym 
of dialogue, possibly distinguished from dialogue  by 
the private character of a tête-à-tête, which might be 
represented by a feature specification like e.g. [CIRCUM-
STANCES: private] as already shown in figure 4 above. 

4 Grouping by subdividing dimensions  
One or more of the dimensions of a concept must be 
chosen as subdividing dimensions.  
The terminologist is free to choose as subdividing 
dimensions those dimensions that seem to her to be the 
most crucial for defining the concepts involved. 
However subdividing dimensions must be chosen in 
such a way that each daughter concept has one and only 
one feature specification containing as an attribute a 
subdividing dimension of the mother concept (i.e. one 
and only one delimiting feature specification). That is, 
there can be no overlapping subdividing dimensions.  
In figure 7 it is illustrated that - after registering the 
character-transfer feature specification - the 
terminologist has found information telling that impact 
printers are noisy and may produce multiple copies, 
whereas nonimpact printers are quiet and can only 
produce one single copy. This information is 
represented by means of the two dimensions NOISE and 
COPY.  
In such a case the terminologist might be tempted to 
choose all three dimensions as subdividing dimensions, 
but this choice will not be permitted by CAOS, because 

it would result in the presence of three delimiting 
feature specifications on each of the two subconcepts. 
Thus in this case, the terminologist will have to choose 
between the three dimensions and in this way assign 
one as the subdividing dimension. Here the 
terminologist chooses CHARACTER TRANSFER because 
she will realize that this is the essential one, in that the 
characteristics associated with this dimension determine 

the other characteristics: the characteristics of being 
noisy or quiet and the capacity for single or multiple 
copies are consequences of the kind of character 
transfer employed.  
Figure 8 below is an extension of the hierarchy shown 
in figure 2. Only delimiting feature specifications are 
given and the subdividing dimensions are shown by 
means of boxes covering the relevant branches. As can 
be seen from the illustration subdividing dimensions 
group sister concepts according to the attributes 
contained in their delimiting feature specifications. 
They will often prove helpful to the user because they 
help significantly to give a clearer overview of the field. 
As already pointed out WordNet does not mention  sub-
dividing dimensions, but a description like the 
following: 

=> monologue (a long utterance by one person  

(especially one that prevents others from participating  

in  the conversation)) 

seems to suggest a characterization by means of two 
delimiting features, i.e. long and by one person. And the 
following description also seems to use two delimiting 
features, private and between two people: 

=> tete-a-tete --

(a private conversation between two people) 

This might indicate that the restriction on subdividing 
dimensions is not observed. However, in the latter case 
a reanalysis of tête-à-tête as proposed in section 3 above 
would eliminate the ‘violation’ of the principle and 
would suggest replacing the definition of tête-à-tête 
with ‘a private dialogue’. 
 

 
 
 

 printer 
   (CHARACTER TRANSFER : [impact, nonimpact]; 
    NOISE : [noisy, quiet]; 
    COPY : [multiple, single]) 

impact printer 
CHARACTER TRANSFER : impact 
NOISE : noisy 
COPY : multiple 

nonimpact printer 
CHARACTER TRANSFER : nonimpact 
NOISE  : quiet 
COPY : single 

Figure 7: Three dimensions on one concept 
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5 Conclusion 

We have argued in our paper “Principles of a system for 
terminological concept modelling” for LREC 2004 that 
the principles dealt with in that paper are useful in 
formal descriptions of domain -specific ontologies in 
that they contribute to achieve simplicity, precision and 
clarity. But we cannot take for granted that all of these 
principles will be equally useful when applied to 
general ontologies.  

In the present paper we have argued that the general 
ontological descriptions of WordNet do not seem to 
follow the three principles that we have been discussing 
here. This might be taken as evidence that the principles 
are irrelevant for general ontologies, but there is also 
the possibility that the descriptions given by WordNet 
could be reformulated and restructured in a way that 
would observe these principles.In the preceding sections 
we have suggested some restructrurings of this kind, 
which in our opinion result in descriptions that are 
simpler and clearer than the current ones in WordNet. 
We therefore find it probable that the principles are 
relevant also to general ontologies. 
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high-speed 
printer 
 [SPEED: high]   

high-speed page printer 
  SPEED: high 
  OUTPUT: page-per-page 

printer 
(CHARACTER TRANSFER: [impact, nonimpact]; 
SPEED: [low, high]; 
OUTPUT: [line-per-line, page-per-page]) 

impact printer 
   [CHARACTER   
    TRANSFER: impact] 

nonimpact printer 
  [CHARACTER   
   TRANSFER: nonimpact] 

line 
printer 
[OUTPUT:  
line-per-line]    

low-speed 
printer 
[SPEED: low]  

page 
printer 
[OUTPUT:  
page-per-page]   

Figure 8: Subdividing dimensions grouping sister concepts  
 

CHARACTER TRANSFER SPEED OUTPUT 
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