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Abstract
This paper explores the use of unlabeled data in a knowledge-poor approach to German NER. German is especialy interesting for
NER since not only names but al nouns are capitaized. Therefore, large and reliable lexical resources are necessary to develop and
adapt systems for NER. Motivated by a model of word form observance, distinguishing three levels of different granularity, a method
for the automatic creation of domain-sensitive lexical resources for NER is proposed. The approach uses linear SVMs and is based
solely on an annotated corpus of reasonable size and alarge amount of unlabeled data.

1 Introduction

In Named Entity Recognition (NER) proper names are
detected and dassified into predefined categories. Frequently
used categories are PERSON (Anna, Condoleezza Rice),
ORGANIZATION (United Nations, IBM), and LOCATION
(Mississippi, Lisbon).

NER is a key part of information extraction but high-
performance systems also facilitate the annotation of corpora.
Systems for NER can be built based on handcrafted rules or
on machine learning dgorithms. Both utilize the so-called
internal evidence, taken from within the NE, and the external
evidence provided by the context in which a name appears.
Given a st of labded examples, externa evidence, i.e
contexts and trigger words and interna evidence in the form
of morphological or surface festures such as capitalization
can belearnt. Y, it isnot possbleto learn sufficiently large
lists of NEs due to the costs of manual labeling.

MUC (MUC-6, MUC-7) evaluations show that sysems are
able to score precison and recall values higher than 90% for
English within a restricted domain. The remaining issues of
NER are i) techniques for a cheap adaptetion to new
domains and new categories and ii) the devdopment of
effective systems for other languages, especialy for
languages where the characteridtics of NER strongly differ
from NER for English.

Theeissues are addressed by working out a knowl edge-poor
approach for German. In Section 2 we gpecify the
characterigtics of NER for German and the usage of ligs
involved in it. Section 3 proposes athree-levd modd of word
form observance useful for NER as will be shown in Section
4, Section 5 introduces important characterigics of the
embedding NER-system and Section 6 demondrates the
automatic crestion of domain-sendtive lexica resources
necessary for the approach. Experiments on the category
PERSON are described in Section 7 and discussed in Section
8.

2 NER for German and theusage of Lists

NER for German texts srongly differs from the sametask in
English. In German al nouns and not only names are
capitalized. Therefore, the number of word forms that must
be considered as potential NEs is much larger. Additionaly,
German isalanguage with partidly free word order. Thishas
an effect on the rdiability of the externd evidence. For
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ingance, due to the drict subject-verb-object structure of
English, a capitdized entry in front of a verb of
communication is usudly an NE belonging to the category
PERSON or ORGANIZATION. For German this due is
much weeker since the finite verb occurs at three different
positions within the dause and the subject has only a
tendency to occur at thefirgt pogition.

Mikheev et al. (1999) investigated therde of ligts of NEsand
showed that reasonable results are possble with small or
even no lists. We bdieve that such results are only possble
for languages where capitalization is sufficient to detect NEs
and where ligts are only needed to support the categorization
of the names.

For languages with other characteridtics, such as German,
NER is heavily dependent on substantid and reliable ligs. A
lack of coverage lowers recall while unrdigble entries,
epecialy frequent ones, dramatically degrade precision.

The rdiahility of a ligt is verified by evaluating the fact of
being member of alig. But condder the German first name
"Mark", which is very likely to appear in any ligt of German
person names but is dso pat of the currency "Deutsche
Mark". It will downgrade the rdighility of al the other,
possibly highly reliable entries of the list. Thisis of course
not intended but inevitable with smple lists since grouping
itemsto ligsis the only possibility to deal with words never
seen in the annotated corpus.

To overcome this issue we propose a suitable and intuitive
modd to observe word forms, digtinguishing three levels of
granularity. The modd helps to darify the demands on
lexica resources and alows the automatic extraction of
subgtantial and rdiableligs.

3 Threelevelsto observe word forms

NER is a form of semantic tagging assigning labels for the
predefined NE categories and a labd for “not beonging to
any predefined category”. For German, every capitalized
word form has to be dassified whether it is used literally or
asaname be onging to one of the predefined NE classes.
The modd we propose diginguishes three leves of
granularity to observe word forms and the semantic labes
assgned to them: (1) A local levd, i.e. asingle occurrence of
a word form in context, (2) a discourse levd, i.e dl
occurrences of a word form within a text unit and (3) a
corpus levd, i.e al occurrences of a word form within al
texts available for the application.



(2) On the local leve we observe a single occurrence of a
word form in context and the semantic labd assgned to it.
The ddiberate meaning of a word form, i.e. the semantic
labd is unambiguous, apart from intended ambiguity aiming
a comic or poetic effects. Some of the word forms occur in a
predictive context and can be tagged with NE labds with
high relighility.

(2) On the discourse level we observe dl occurrences of a
word form within atext unit and the semantic labd s assgned
to them. Addressing word-sense disambiguation, Gale et al.
(1992) introduced the idea of a word sense located on the
discourselevel and observed a drong  one-sense-per-
discourse tendency, i.e. severd occurrences of a polysemous
word form have a tendency to bdong to the same semantic
dass within one discourse. We tested the one-sense-per-
discourse tendency for our task of assigning NE-labds to
word forms and measured a tendency of 93.5% by using the
complete CoNL L-03 Corpus (2003). The word forms tagged
with different labes within one discourse unit can be
explained with organization names condsting partialy of
locations (“Deutsche Bank”), persons (“Philip Morris’) or
regular nouns (“ Sport Factory”).

(3) On the corpus levd we observe all occurrences of aword
form within all texts available for the application. The larger
the corpusthe more likely a particular word form was seen as
member of two or more semantic dasses. Within the
CoNLL-03 Corpus, we measured an increase from 13% on a
50.000 word corpus to 24% ambiguous word forms on a
200.000 word corpus. |.e for areal-world application degling
with millions of words, amost every noun, a least
theoretically, is ambiguous on this levd. Of course this is
only true for languages without vauable syntactic
capitalization of names, but aso for NEs not flagged with
capitalization, asin the biomedical domain.

4 Thethree-level model for NER

The proposed three-leve modd is directly rdated to the task
of NER. The actual NE-tagging is located on the local leve
while the discourse and the corpus level are used to support
thetagging on thelocal levd.

It is common practicein NER to utilize the discourse leve to
disambiguate items in non-predictive contexts (see eg.
Mikheev et al., 1999; Neumann & Piskorkd, 2002; Volk &
Clematide, 2001). Within one discourse unit, dl the NEs
cassfied in predictive contexts are stored and used to
disambiguate the NEs in non-predictive contexts.

Ligs of NEs are located on the corpus levd. Every lig,
whether manudly or automatically compiled, dlaims that all
the word forms contained are likely to appear as NEs within
the corpus. How problematic this daim is, was illustrated
with the German word “Mark” in Section 2, but is even more
evident when recalling the ambiguity going aong with
observations on the corpusleve.

Within ML-approaches ligs are integrated in the form of a
feature describing that a word form is on a specific list. The
reliability of this feature is evaluated on an annotated corpus.
Therefore, al entries of the lig, - ambiguous and
unambiguous word forms - are rated with the same
reliability. To overcomethis, anindividual trestment of every
particular word form is necessary, representing the
probability of a particular word form to occur with a
particular labd. Providing information for al predefined NE
categories, thisresultsin alist of all word forms seen within
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al texts available for the application containing the
probabilities for all categories.

Unfortunatdy, such a list and the probabilities can only be
calculated based on a very large, fully annotated corpus. A
corpus of the size of common training data is evidently too
small. To overcome this, we propose a form of lexica
bootstrapping. We assume that the probabilities calculated on
the basis of a weak dassfier applied to a large unlabeled
corpus are sufficient for our task.

After introducing the characteristics of the embedding NER-
system, the creation of such resourcesis described in Section
6 and evaduated in Section 7.

5 A knowledge-poor approach to NER

The optimal practice in NER yidds efficient and highly
reliable results based only on cheaply available resourceslike
an annotated corpus of reasonable size and non-annotated
data. Approaches rich of handaafted knowledge or
dependent on other language technology tools suffer from
severd limitations: They are laborious when adapted to new
domains, especidly w.r.t the creation and evaluation of the
domain-sengitive named-entity lits.  Furthermore, the
application of additiona todls like part-of-gpeech tagger,
syntactic chunker etc. increases processing time.

In order to build an efficient and easy to adapt system we
devel oped a knowledge-poor approach. Werefrain from

any additional linguigic tools, like morphalogica
analyser, part of speech tagger or syntactic chunker
any handcrafted linguistic resources, like dictionaries
any handcrafted knowledge providing lists,
gazetteers, listsof NEsor ligts of trigger words.

From alinguigtic point of view, NEs are phenomena located
on the phraselevd. Neverthdess, for the sske of
draightforwardness, we restrict our modd to singlewords.
To overcome the knowledge-sparseness we utilize methods
based on the three-levd modd of word form observance
described in Section 4. The modd alows the automatic
extraction and creation of corpus-level knowledge necessary
for the detection of NEs, based only on unlabeled data.
Additionaly, the common gtrategy of utilizing the discourse-
leve is applied: All items of a discourse unit classfied as
NEs are gored in a dynamic lexicon. Then, the processed
discourse unit is matched againg the dynamic lexicon in
order to detect NEs in non-predictive contexts. In the same
step we also try to handle phrases coordinated with commas,
hyphens, etc, eg. the members of a soccer team. When two
or more phrases are dassified as beonging to the same NE
dass, the other coordinated phrases are tagged the same way.
The approach is based on a liner SVM dasdfier. SVM
(Vapnik, 1995) is a powerful machine learning agorithm for
binary dassfication able to handle large numbers of
parameters efficiently. It is common within the NLP
community to use SYMswith non-linear kernds. Mayfidd et
al. (2003), Takeuchi & Collier (2002) or Isozaki & Kazawa
(2002) used palynomial kernd function for NER. Besidesthe
good dassifier capabilities of non-linear kernelsthey are very
expendve in terms of processng time for training and
applying. Therefore, we favor linear SYMs' not suffering
from these limitations. For tasks comparable to NER, only a
few approaches employed linear SVYMs, eg. Giménez &
Mérquez (2003) scored very good results for POS-tagging.

like

L All experiments were conducted with the SVM"9" software

package, freely available at: http://svmlight.joachims.org.




Although German has a rich morphology, we do not abstract
word forms to lemmas. Still we consder morphology by
representing word forms with their positional character n-
grams. See Table 1 for an example of this feature set. The
representation is capable to capture smple morphological
regularities of NEs and the context words surrounding them.
Additionaly, we use word-surface features comparable to the
ones usad in eg. Borthwick et a. (1998) indexing for
ingance whether a word form is capitalized, consds of
numbers, contains capitals, etc. We also condder word-
length and map it to one dimension. See Table 1 for dl the
features used within our knowl edge-poor approach.

To capture the context of the word to dassify, we s&t a 6-
word window, consigting of the three preceding, the current,
and the two succeeding words. All the features mentioned in
Table 1 are extracted for al words of the defined window.

f1 | Word-surface fegture like eg. “4-digit number”,

“Capitaized”, “Uppercase only” etc.

f2 | Character-based word length

f3 | Sub-word-form  representation  with

positional
character n-grams. The word “Hamme” s
represented as “r”, “e”, “me” at last podition, “ham”

a firg, “amm” at second pogdtion ec.

f4 | Corpuslexicon representing how often and how
confidential a word was seen as NE of a particular

category.

Table 1: Thetable shows the feature sets f1-f4 extracted
for all words of a 6-word window.

6 Creating lexical resources based on
unlabeled data

To overcome the problems with simple enumeration lists, we
propose sophigticated lists representing the rdigbility of
every particular item. We assume that the output of a weak
dassfier is sufficient to approximate the tendency of a word
form to occur with a particular labd if the weskness of the
dassfier fulfils certain requirements. The dassfier can be
weak with rdation to recal but not to precison and the
classifier's weakness should not be biased towards particular
lexical units.

Therefore, we set up a classfier trained only on externd
evidence, i.e a dasdfier with fairly good predictions on
some contexts or trigger words but without access to internd
evidence provided by the current word.

The assumption that the weakness of such a dassfier will not
be biased towards particular word forms will be violated to a
certain extent: We cannot guarantee that particular contexts
only occur with particular NEs and the classification of single
wordsleadsto the effect that parts of NES, congsting of more
than oneword, are considered as context of the current token.
Neverthdess, we assume that the output of such a classfier
applied to a large corpus can be used to edimate the
probability of a particular word form to occur with a
particular labd. The fird idea to approximate the
probabilities is amply to calculate the relative frequency of
every labe assgned to a particular word form. Yet, in our
experiments better results were scored when integrating a
confidentia value of the dassfier's assgnment. Therefore,
we used the discretized decision value of the SYM dassfier,
indexing the digtance to the separating hyper-margin. The
resulting corpus lexicon contains al word forms that are
potential NEs, i.e. mainly al capitalized word forms.

7 Experimentsfor the category PERSON

In order to evaduate our approach, experiments on the
category PERSON were conducted. To create a corpus
lexicon, awesk SVM classfier was set up to dlassify tokens
as belonging to the category PERSON or to the category
NIL, i.e. not PERSON. It had no access to the word form of
the current token (feature-set f3in Table 1). It wastrained on
the 200.000 words training data of the CoNLL-03 corpus for
German. In terms of precision (0.89) and recdl (0.40) on the
token levd, it fulfilled the requirement specified in Section 6.
Thiswesk dassfier was applied to a 40-million word corpus
(Frankfurter Rundschau Corpus, 1994) and the output was
used to compile a corpus-gpecific lexicon. For the 320.000
word forms consdered as potentiadl NEs we extracted the
total frequency of being tagged as PERSON or as NIL and
the rdative frequency of being tagged with a particular
decison value by the SVM dassfier.

The entries of this corpus lexicon (feature set f4 in Table 1)
were added to al the words of the 6-word window in
combination with the feature sets f1-f3. The effect of this
corpus lexicon was compared to a basdine classfier.

Usng the reaulting classfier to bootstrap the lexica
resources scored the best results. Therefore, the dassfier
based on festure set f1-f4 without any redrictions was
applied once again to the 40-million word corpus and the
output was used to recompile the corpus lexicon.

The basdine classifier was set up with the feature set f1-f3
(see Table 1) for al words of the 6-word window and trained
on the training data of the CoNLL-03 corpus. The evaluation
was performed on the 50.000 words test data? of the CoNLL-
03 corpus using the CoNLL evauation software.

Classfier P R F
Week Classfier: feature set f1-f3, but | 62.3 | 44.6 | 52.1
no f3 for the word to dassfy

(per token P: 89, R: 40)

Basdine Feature st f1-f3 786 | 72.6 | 755
Feature set f1-f4 (indudes the corpus|89.2 | 86.2 | 87.6
lexicon)

Feature set f1-f4 (incdudes the|89.4 |88.4 | 889
bootstrapped corpus lexicon)

Volk & Clematide (2001). 92 |86 |888
Neumann & Piskorks (2002). 959 1813|880
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Table 2: Results of our experiments and two other
approaches for German in terms of Precision, Recall and
F-Measure for the category PERSON. See Table 1 for the
feature sets f1-f4.

As shown in Table 2 the results scored with our approach are
competitive to the state of the art approaches to NER for
German texts. On the development data an F-measure even
higher than 91 was scored. The other approaches are based
on rules and several knowledge sources. It is not dear how
far these reaults are comparable since the other systems were
eval uated on different and much smaller test data.

8 Discussion and related work

We have shown a knowledge-poor approach to NER for
German texts. Experimental results on the category PERSON
show date of the art results. The approach is especidly
interesting sSince it addresses the automatic creation of

2 After correcting few manifest errorsin the annotation.



domain-sengtive lists of NEs These resources are crested
based solely on resources available at ordinary costs An
annotated corpus of reasonable size and a large amount of
unlabded data. Especidly the usage of unlabded data to
create the domain-senstive ligts is an important step towards
adaptive systems.

Our work is rdaed to other approaches utilizing unlabeled
data. They al havein common to start with a set of seed lists
andlor seed rules Buchhdz & Bosch (2000) applied
voluminous seed lists on large corpus of Dutch newspaper
texts. Seed ligs are usad to extract externd evidence, i.e
contexts and trigger words are learned, while seed rules
extract internal evidence, i.e lits of NEs Evidence
previoudy learnt can be used to find and verify new evidence
in abootgtrapping-cyde Calins& Singer (1999) start with 7
ample rules to build an NE dasdfier for English. Riloff &
Jones (1999) and Thelen & Riloff (2002) learn syntactic
patterns predicting the semantic class. Biemann & Quasthoff
(2002) work on German texts and focus on the crestion of
NE-lists based on seed rulesand small seed ligsin very large
corpora. Lin e a. (2003) present an agorithm tha
smultaneoudy learns multiple semantic classes. Yarowsky
& Cucerzan (1999, 2002) report a language-independent
approach using Expectation Maximation-style bootstrapping
tolearn internal and external evidence.

Our approach adso applies seed rules. However, as in
Yarowsky's and Cucerzan's approach (2002), they are learnt
from an annotated corpus. It is not cdear a the moment
whether our intended abandonment of internal evidence is
necessary or should be given up. Especidly the additiona
bootstrapping of the lexica resources, integreting internd
evidence but gill enhancing performance, might contradict
our idea. The devdopment of a modd for the integrated
learning of internal and external evidence is one of the most
challenging issues for future research. First experiments with
the categories LOCATION and ORGANIZATION dso
indicate that the gpproach must be enhanced to score or even
outperform state of the art solutions.
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