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Abstract 

In this paper we present a new method for automatic extraction of technical terminologies from corpora. For this task, statistical information, transliterated word, and dictionary are used. Terminologies in the dictionary of specific domains are good indicator for extracting terminology. However, there is an unregistered terminology in the dictionary. To complement an unregistered terminology in the dictionary, transliterated words and statistical information are considered. We apply the method to a corpus of computer science domains and compare the results with those produced by C-value that utilizes the frequency of nested terminology also applied on the same corpus. Our proposed method improves about 4% precision rate and about 17.6 % recall rate.

Introduction

The recent works in ATR (Automatic Term Recognition) (Bourigault, 1992; Dagan et al, 1995; Justeson and Katz, 1995; Lauriston, 1996; Frantzi, 1999) have achieved relative good results. However, there are scopes to improve the performance of extracting terms still further. Since, these works mainly use frequency in the corpora, the additional technical dictionaries can be used for improving the accuracy of extracting terms. Dictionaries in the specific domain are a lexical resource that contains the technical terminology of that domain. Therefore, the terminology in the dictionary can be good indicator for extracting technical terminology. However, there are words in the corpora that are not registered in the dictionary. This is the reason why ATR is important. 

The recent works of ATR (Bourigault, 1992; Dagan et al, 1995; Justeson and Katz, 1995; Lauriston, 1996; Frantzi, 1999) identify the terms using shallow syntactic information. In these works, there are three stages for recognizing terms. First, noun phrases in the corpus are extracted using shallow syntactic information. Second, the noun phrases are scored by the statistical information. Finally, the terms are ranked by the score and are truncated by the thresholds. However, only the statistical method may not give so accurate performance in case of small sized corpora or very specialized domains, where the terms may not appear repeatedly in the corpora.

In our approach, technical dictionaries are used to avoid these limitations. Moreover statistical information and transliterated word is used for weighting the terms in a corpus to complement unregistered terms in a dictionary. Each weight by statistical information, transliterated word and dictionary is combined to the weight called Term Weights.
1
Method

In this section, we describe the method of Automatic Terminology Recognition using the lexical resource of the specific fields. In section 1.1, overall system will be shown and from section 1.2 to section 1.6 the weighting scheme will be specified.
1.1
Method description
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Fig 1 System description
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The system description of the proposed method is shown in the figure 1. It is assumed that technical terminologies are noun phrases. A linguistic filter is constructed with a noun, adjective, and a suffix, which forms a derivative of a noun in Korean. Three components are used in the system. One is statistical information such as frequency. The other is transliterated word that is driven from detection of a transliterated foreign word in a noun phrase extracted by a linguistic filter. The third is terms in dictionary. These three components are merged and then used for extracting technical terminologies.

1.2 Linguistic Filters 

From the analysis of an entry word in technical dictionaries, it is drawn that technical terminologies are a noun phrase. In result of the analysis, most entry words are noun phrases. In addition, noun phrases including noun, adjective and a suffix that forms a derivative of a noun are about 96%. From this, a linguistic filter is constructed.

Noun+((jcm|xsn)?Noun+)

where

Noun is a noun including a foreign word,

jcm is an adjective postposition ‘ui’ 

xsn is a suffix, which forms a derivative of a noun
1.3 Statistical Information

To calculate the statistical information, pairs of similar words in a parenthetical expression and frequencies are considered. The pairs of similar words are extracted using the following simple heuristics:

For a given parenthetical expression A(B),

1. Check on a fact that A and B are abbreviation pairs. The capital letter of A is compared with B’s. If the half of the capital letter are matched for each other sequentially, A and B are determined to abbreviation pairs (Hisamitsu et. al, 1998). For example, ‘ISO’ and ‘International Standardization Organization’ is detected as an abbreviation in a parenthetical expression ‘ISO (International Standardization Organization)’.

2.Check on a fact that A and B are translation pairs. Using the bi-lingual dictionary, it is determined.

 If A and B are abbreviation pairs or translation pairs, they are treated as a similar word pair. After detecting pairs of similar words, the Statistical Weight (SWeight) of the terms is calculated by the formula (1). 

where 

a: a candidate term

|a|: the length of a term a
Ta: the set of a candidate terms that nested the term a
f(a): the frequency of the term a in a corpus

C(Ta): the number of candidate terms containing a candidate term a,
Similar(a) : similar words of the noun phrase a 

λ: if the term a is not nested then λ is 0 otherwise λ is 1
In the formula (1), the nested relation is defined as follows: let A and B be terms. If A contains B, we define that A nests B. The formula implies that pairs of the similar words should be treated as the same word and the statistical weight prefers terms that appear without the nested form.

1.4 Transliterated Foreign Word : Detection of a Transliterated Word in the Noun Phrase

Technical terms and concepts are created in the world that must be translated or transliterated. Transliterated terms are one of important clues to identify the terms in the given domain. We observe dictionaries of computer science and chemistry domains to investigate the transliterated foreign words. In the result of observation, about 53% of whole entries in a dictionary of a computer science domain are transliterated foreign words and about 48% of whole entries in a dictionary of a computer science domain are transliterated foreign words. Because there are many possible transliterated forms and they are usually an unregistered entry in dictionary, it is difficult to detect them automatically. In our method, we use HMM (Hidden Markov Model) for this task (Oh, et al., 1999). The HMM model for detecting transliterated words produce relative good performance – the recall rate is about 92.05% and the precision rate is about 92.33%. 

The main idea of extracting a foreign word is that the composition of foreign words would be different from that of pure Korean words, since the phonetic system for the Korean language is different from that of the foreign language. Especially, several English consonants that occur frequently in English words, such as ‘p’, ’t’, ’c’, and ‘f’, are transliterated into Korean consonants ‘p’, ‘t’, ‘k’, and ‘p’ respectively. Since these consonants of Korean are not used in pure Korean words frequently, this property can be used as an important clue for extracting a foreign word in Korean. For example, in a word, ‘si-seu-tem’ (system), the syllable ‘tem’ have a high probability to be a syllable of transliterated foreign word, since the consonant of ‘t’ in the syllable ‘tem’ is usually not used in a pure Korean word. Therefore, the consonant information that is acquired from a corpus can be used to determine whether a syllable in the given term is likely to be the part of a foreign word or not. 

Using HMM, a syllable is tagged with ‘K’ or ‘F’. The tag of ‘K’ means a syllable of a pure Korean word. The tag of ‘F’ means a syllable of a transliterated word. For example, ‘si-seu-tem-eun (system is)’ is tagged with  ‘si/F + seu/F + tem/F + eun/K’. We use consonant information to detect a transliterated word like lexical information in part-of-speech-tagging. The formula (2) is used for extracting a transliterated word and the formula (3) is used for calculating the Transliterated Word Weight (TWeight). After detecting a foreign word in the given term, the TWeight is acquired from the formula (3). The formula (3) implies that terms have more transliterated foreign words than common words do.
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where 
si: i-th syllable and consonant in the given term.

ti: i-th tag (‘F’ or ‘K’) of the syllable in the given term.
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where 

|a| is the number of words in the term a
trans(a) is the number of transliterated words in the term a
1.5 Terms in the Dictionary

Terms in dictionaries of a specific domain can be a good indicator for extracting terminologies. Since entries in the dictionaries are terminologies, a technical dictionary is an important source of an existing technical terminology. However, there are two exceptional possible cases. First, there are unregistered terms that are not contained in any dictionaries. Second, some commonly used terms can be used to designate a special concept in a specific domain dictionary. Since an unregistered term may be a newly created term of domains, it can be considered as a candidate term. In contrast with an unregistered term, common words should be eliminated. Therefore, it should be complemented for these purposes. In our method, the corpus having a tag of domains is used. Each word in the candidate terms – they are composed of more than one word - is estimated from the number of domains in the corpus. If the number is large, we determine that the term candidates have a tendency to be a common word. If the number is small, we determine that the term candidates have a high probability to be a valid term.

We calculate Dictionary Weight (Dweight) that is based on the number of dictionaries candidate term appears in.
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where 

TDF(a) is the number of dictionary that the noun phrase a appears in

TF(a) is the number of domains that the noun phrase a appears in 

1.6 Term Weight
The three individual weights described above are combined according to the following formula (5) called Term Weight (TERMWeight) for identifying relevant terms. 
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In the formula (5), the three individual weights are added to Term weight.

2. Experiments

In this section, two experiments are evaluated for showing the efficiency of the proposed method. The first experiment is evaluated to show the necessity of unification of three components that are statistical information, a transliterated word and term in dictionary. To show this, we extract a terminology from corpus by each information and merged information. The second experiment is evaluated by comparing the previous work, C-value (Frantzi. et al, 1999) about top 3000 terms extracted as a technical terminology. When the three components are merged.

2.1 Collection

The proposed method is tested on a corpus of computer science domains and electronics domain. It is called the KT test collection that contains 4,434 documents and 67,253 words about the abstract of the paper (Park. et al., 1996). We select 900 documents of the computer science domain in the KT-set. The KT test collection was tagged with a part-of-speech tagger (Kang, 1999). To evaluate the results, we examined both the performance of the C-value that is based on the statistical method (Frantzi. et al., 1999) and the performance of the proposed method.

2.2 Evaluation Criteria

Two domain experts manually carry out the assessment of the list of terms extracted by the proposed method. The results are accepted as the valid term when both of the two experts agree on them. This prevents the evaluation from being carried out subjectively, when one expert assesses the results.

The results are evaluated by a precision rate. A precision rate means that the proportion of correct answers to the extracted results by the system.
2.3 Evaluation by Each Weight

	Top N
	SWeight
	TWeight
	DWeight
	TERM

Weight

	100
	99.00%
	100%
	97.00%
	100%

	400
	98.00%
	99.30%
	98.30%
	99.00%

	1200
	94.30%
	97.10%
	98.20%
	98.80%

	2000
	92.30%
	96.10%
	97.00%
	98.30%

	2800
	96.00%
	95.40%
	95.90%
	97.30%

	3600
	91.30%
	94.40%
	95.00%
	96.60%

	4400
	89.90%
	94.30%
	93.50%
	95.70%

	5000
	89.90%
	94.40%
	92.20%
	95.20%


Table 1 Evaluation result by each weight and TERMWeight
The table 1 and the figure 2 show that merged weight produces better results than single weight. As ranks go lower, the precision of a method using only single components decrease more severely than the precision of a method using merged weight. It is because three each components aims at a different target and a different coverage. Statistical information (SWeight) mainly depends on frequency. Transliterated words (TWeight) aim at the number of transliterated words, and terms in dictionary (DWeight) rely on entries in a dictionary.
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Fig 2. Evaluation result by each weight and Term Weight
	 Candidate Term
	RSWeight
	RTWeight
	RDWeight
	RTERMWeight

	task scheduling
	10044
	643
	2300
	1301

	R&D Center of GE
	4060
	258
	12177
	795

	SIGNOS
	5
	2603
	7850
	641


Table 2 Ranking of Terms in the result
Table 2 shows the example in the result. In the table 2, RSWeight ,RTWeight ,and RDWeight mean the ranking by each weights and RTERMWeight means the ranking by TERMWeight. The candidate terms ‘task scheduling’ and ‘SIGNOS (Signalling Network Operations System)’ are determined to be a terminology in the computer science domain. The candidate term ‘R&D Center of GE’ is determined not to be a terminology in the computer science domain. In the case of ‘task scheduling’, ranking by SWeight is very low, since the frequency of ‘task scheduling’ is very low. Therefore, it is difficult to extract the terminology ‘task scheduling’ using only SWeight. However, it is possible to extract ‘task scheduling’ as a terminology by complementing the SWeight of ‘task scheduling’ with TWeight and DWeight of ‘task scheduling’. In the case of ‘SIGNOS’, it is an acronym of ‘Signalling Network Operations System’ and it is not registered in the dictionary of a computer domain, though the terminology ‘Signalling Network Operations System’ is registered in the dictionary. However, it is possible to extract ‘SIGNOS’ as a terminology by complementing the DWeight of ‘SIGNOS’ with SWeight and TWeight of ‘SIGNOS’. Since ‘SIGNOS’ and ‘Signalling Network Operations System’ are detected as similar pairs, SWeight of those has high value. It leads ‘SIGNOS’ to have a high probability to be a terminology. 

Although, positive cases are described above, there are negative cases. In the case of ‘R&D Center of GE’, it is extracted as a terminology, though it is not a terminology in computer science domain. However, in the most cases our system distinguishes terminologies from general words relative very well by merging the coverage of three each components.
3.4 Overall Performance

	Top N
	Recall
	Precision

	
	Proposed method
	C-value
	Proposed method
	C-value

	500
	15.51%
	13.06%
	98.60%
	93.00%

	1000
	30.96%
	26.61%
	97.80%
	91.80%

	1500
	45.02%
	38.60%
	96.53%
	93.40%

	2000
	58.21%
	51.79%
	95.40%
	94.15%

	2500
	77.17%
	63.76%
	94.28%
	91.84%

	3000
	84.56%
	72.75%
	91.60%
	88.40%


Table 3 Overall performace
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Fig 3 Recall ratio of overall system
The table 3, the figure 3 and the figure 4 show the result of the proposed method and the previous work, C-value (Frantzi. et al, 1999). The experiment is evaluated from 300 documents that are randomly selected from 900 documents. The number of total noun phrase extracted by a linguistic filter from test corpus is 4,500. The number of technical terminologies among these is 3,155. The proposed method extracts 2,668 technical terminologies accurately for Top 3000. It improves recall rate about 17.6% and precision rate about 4%. This shows that proposed method is more efficient than the previous method, C-value.

Fig 4. Precision ratio of overall system

Conclusion

This paper presents a new method of extracting technical terminologies automatically using corpus, dictionary in the specific domain and detection of a transliterated word in Korean. 

Our approach considers similar words in a parenthetical expression, different nominal sequence by the space position in Korean and terminology in the dictionary. A transliterated word that is apt to be a technical terminology in Korean scientific documents is taken into consideration our proposed method improves 17.6% recall rate and 4% precision rate. 

However, there is a much scope for further extensions of this research. The problems of non-nominal terms (Klavans and Kan, 1998), term variation (Jacquemin et al., 1997), relevant contexts (Maynard and Ananiadou, 1998), can be considered for improving performance. It is necessary to apply our proposed method to NLP systems such as an information retrieval system and a morphological analyzer.
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