
Using Terminology in a Spoken Dialogue System for Identifying Medical Parts

Amit BAGGA

GE Corporate Research and Development

1 Research Circle

Niskayuna, NY 12309.  USA.

bagga@crd.ge.com
Tomek STRZALKOWSKI

GE Corporate Research and Development

1 Research Circle

Niskayuna, NY 12309.  USA.

strzalkowski@crd.ge.com

Abstract 

Most untrained speech recognition systems have trouble recognizing domain specific terms.  One way to get around this problem is to train the system on these terms.  However, if speech recognition systems are to be used in applications with wide applicability, for example dialogue-based customer service centers, the applications have to be designed such that they work with terms that are frequently mis-recognized.  This paper describes a spoken dialogue system for identifying medical parts that uses a novel sub-string match algorithm to deal with poor term recognition when identifying the products (systems) that the parts are used in.  

Introduction

Most untrained speech recognition systems have trouble recognizing domain specific terms.  One way to get around this problem is to train the system on these terms.  However, if speech recognition systems are to be used in applications with wide applicability, for example dialogue-based customer service centers, the applications have to be designed such that they work with terms that are frequently mis-recognized.  This paper describes a spoken dialogue system for identifying medical parts that uses a novel sub-string match algorithm to deal with poor term recognition when identifying the products (systems) that the parts are used in.  

1
Previous Work

There have been several classic projects in the area of natural language dialogue like TRAINS/TRIPS project at Rochester (Allen et al., 1989, 1995, 1996), Duke’s Circuit-Fixit-Shoppe and Pascal Tutoring System (Biermann et al., 1997; 1995), etc.  While the Circuit-Fixit-Shoppe system helps users fix a circuit through a dialogue with the system, the TRIPS and the TRAINS projects allow users to plan their itineraries through dialogue. Duke’s Pascal tutoring system helps students in an introductory programming class debug their programs by allowing them to analyze their syntax errors, get additional information on the error, and learn the correct syntax. All of these systems rely upon the speech recognition system to recognize domain-specific terms with high degrees of accuracy.  Therefore, the vocabulary of the speech recognition systems used is almost always severely restricted to ensure quality performance.  Other related work on dialogue include (Carberry, 1990; Grosz and Sidner, 1986; Reichman, 1981).
2
PartsID: A System for Identifying Parts for Medical Systems

Initially, we were approached by the medical systems business of our company for help in reducing the number of calls handled by human operators at their call center.  An analysis of the types of customer service provided by their call center showed that a large volume of calls handled by their operators were placed by field engineers requesting identification numbers of parts for various medical systems.

Our system allows a field engineer fixing a medical system to obtain identification numbers of replacement parts using natural language dialogue.  Once the engineer has determined a part needs to be replaced, he/she calls the call center and describes the part.  The system conducts a dialogue with the engineer in order to identify the desired part.  The identification number obtained is subsequently used by the operator for ordering the desired part using a separate PartsOrdering system.  The rest of this section briefly describes our system.

2.1 Data

The database we used for our system was the same as the one used by the operators at the call center.  This database consists of the most common parts and was built by the operators themselves.  However, the data contained in the database is not clean and there are several types of errors including mis-spellings, use of non-standard abbreviations, use of several different abbreviations for the same word, etc.  

The database consists of approximately 7000 different parts.  For each part, the database contains its identification number, a description, and the product (machine type) that it is used in.  The descriptions consist of approximately 60,000 unique words of which approximately 3,000 are words which either are non-standard abbreviations or are unique to the medical domain (example: collimator).  

Due to the large size of the database, we did not attempt to clean the data.  However, we did build several data structures based on the database which were used by the system.  The primary data structures built were two inverted hash tables corresponding to the product, and the part description fields in the database. The inverted hash tables were built as follows:

1) Each product and part description field was split into words.  

2) Stop-words (words containing no information like: a, the, an, etc.) were filtered.

3) Each remaining word was inserted as the index of the appropriate hash table with the identification number of the part being the value corresponding to the index.

Therefore, for each non-stop-word word used in describing a part, the hash table contains a list of all the parts whose descriptions contained that word.  Similarly, the products hash table contains a list of all parts corresponding to each product word. 

2.2 The Speech Recognition System (ASR)

Since the system is meant to be used by a variety of users, we needed a user-independent speech recognition system.  In addition, since the system could not restrict the manner in which a user asked for service, the speech recognition system could not be grammar-based.  Therefore, we used a general purpose dictation engine for the system.  The dictation system used was Lernout & Hauspie’s VoiceXPress system (www.lhs.com).  Although the system was general purpose, we did provide to it the set of keywords and phrases that are commonly used in the domain thereby enabling it to better recognize these domain-specific keywords and phrases.  The keywords and phrases used were simply the list of descriptions and product names corresponding to each part in the database.  It should be noted that the set of domain-specific keywords and phrases was provided to the speech recognition system as a text document.  In other words, the training was not done by a human speaking the keywords and phrases into the speech recognition system.  Nonetheless, the speech recognition system is far from perfect.  The recognition rates hover around 50%, and the system has additional difficulty in identifying product names which are most often words not found in a dictionary (examples: 3MlaserCam, 8000BUCKY, etc.).

2.3 The Dialogue Manager

The goal of the DM is to hone in on the part desired by the user, and it has to determine this from the set of description words input to it by the speech recognition system.  It has to be robust enough to deal with poor recognition quality, inadequate information input by the user, and ambiguous data.  Therefore, the DM is designed to handle these issues.  

The DM navigates the space of possibilities by first analyzing the intersection of the sets of parts corresponding to each of the description words uttered by the user. Often, description words that are mis-recognized as other description words usually cause this intersection to be empty.  The DM, in this case, takes a union of the sets of parts corresponding to the description words thereby ensuring that the desired part is in the union.

If no unique part emerges, the DM then checks to see if the user has provided any information about the product that the part is going to be used in.  If no product was mentioned by the user, the DM queries the user for the product name. Since most product names consist of non-standard words consisting of alpha-numeric characters (examples: AMX3, 8000BUCKY, etc.), the recognition quality is quite poor.  Therefore, the DM uses a sub-string matching algorithm that uses character-based unigram and bigram counts to rank the input received from the speech recognition system with respect to the set of products (details are provided in the next sub-section).  The sub-string matching algorithm greatly enhances the performance of the system (as shown in the sample dialogue below).  

Once the product name is obtained, the DM then checks to see if a unique part corresponds to the product name and the part description provided by the user.  If no unique part emerges, then the DM backs off and asks the user to re-enter the part description.  Alternatively, if more than one part corresponds to the specified product and part description, then the DM ranks the parts based upon overlap with the words uttered by the user.  Obviously, since the DM in this case uses a heuristic, it asks the user to confirm the part that ranks the highest.  If more than one (although less than 4) parts have the same rank, then the DM explicitly lists these parts and asks the user to specify the desired part.  

It should be noted that the DM has to ensure that the information it receives is actually what the user meant.  This is especially true when the DM uses heuristics, and sub-string matches (as in the case of product names).  Therefore, the DM occasionally asks the user to confirm input it has received. 

2.4 The Sub-String Matching Algorithm

Since the speech recognition system has numerous problems dealing with product names, we use a sub-string matching algorithm that uses character-based unigram and bigram counts to match the user input with the expectation of the dialogue manager.  Therefore, this module takes as input a user utterance string along with a list of expected responses, and it ranks the list of expected responses based upon the user response.  Listed below are the details of the algorithm :

1) The algorithm first concatenates the words of the user utterance into one long string.  This is needed because the speech recognition system often breaks up the utterance into words even though a single word is being said.  For example, the product name AMX110 is often broken up into the string ‘Amex 110’.

2) Next, the algorithm goes through the string formed in (1) and compares this character by character with the list of expected responses.  It assigns one point for every common character.  Therefore, the expected response ‘AMX3’ gets three points for the utterance ‘Amex110’.

3) The algorithm then compares the user utterance with the list of expected responses using 2 characters (bigrams) at a time.  It assigns 2 points for each bigram match.  For the example shown in (2), there are two bigram matches : the first is that the utterance starts with an ‘A’ (the previous character is this case is the null character), and the second is the bigram ‘AM’. 

4) The algorithm now compares the length of the user utterance string and the expected response.  If the length of the two strings is the same, then it assigns 2 points to the expected response.

5) Finally, the algorithm calculates the number of unique characters in the expected response, and the user utterance string.  If these characters are the same, then it assigns 4 points to the expected response.

The expected response which has the highest number of points is the most likely one.   If two or more expected responses have the same number of points, then the system asks the user to confirm the correct one.

2.5 The Presentation Module

The presentation module works in one of two possible modes: over the phone, and over the web.  This module takes as input a string generated by the question-generation module and presents this string to the user in the appropriate mode of communication.  If the speech option for the system is turned on, the speech-based output is generated using Lernout and Hauspie’s RealSpeak text-to-speech system.  Although the system currently cannot use both modes of communication simultaneously, we plan to incorporate this feature sometime in the future.

2.6 Robustness of the System

As with any dialogue system, it is extremely important for the system to be robust.  Our system has the following two features which make it extremely robust:

1) The user can, at any given moment, say operator to transfer to an operator, quit/stop to exit, and back/restart to start afresh.

2) When expecting a response from the user, if the system does not receive an expected input, it repeats the question at most twice before transferring control to an operator.

3. Sample Dialogues

This section gives examples of a sample dialogue that occurred during the testing of the system.  The system’s response is indicated by “S>”, the user’s response by “U>”, and the recognition of the user’s response by “V>”.

S> Welcome to the PartsID Center.  Please tell me the part that you want the ID for. 

U> I need the ID for PCB Control.

V> I need the I the for PCB home thrown.

S> What product do you need this for?

U> COMPAX 40E

V> home fax for a 00 E

S> Is COMPAX 40E the product name that you said?

U> yes

V> gas

S> Do you want the ID for PCB Display SID or the PCB Control?

U> The second one.

V> The second home.

S> Do you need the ID for PCB Control used in product COMPAX 40E?

U> yes

V> yes

S> The ID for PCB Control used in product COMPAX 40E is 2168983.  Do you wan to exit or find the ID for another part?

U> look up another part.

S> Welcome to the PartsID Center.  Please tell me the part that you want the ID for. 

U> I need cable data for cradle 2M long.

V> I needed cable date them for cradle to be loan.

S> Do you need this part for a ANGIXM2004, or a AFM?

U> AFM

V> a fan

S> Is AFM the product name that you said?

U> yes

V> yes

S> Do you want the ID for Cable Data for Cradle 2M long?

U> yes

V> yes

S> The ID for Cable Data for Cradle 2M long used in product AFM is 45438628.  Do you wan to exit or find the ID for another part?

U> look up another part.

4. Evaluation and Results

The goal of our evaluation was to ensure that the system helped a user successfully identify parts irrespective of the performance of the speech recognition engine for the user.  In other words, we wanted to see if the system was robust enough to conduct transactions with a diverse mix of users.  We tested the system with 4 different users two of whom had foreign accents.  For each user, we randomly selected 20 parts from the database.  The results are summarized in Table 1.

These results show that the system was quite successful in handling requests from users with a variety of accents achieving varying recognition rates.  Out of the 80 parts tested, only twice did the user feel that he/she had to transfer to an operator.  The system successfully retrieved the identification numbers of 79% of the parts while

User
Parts successfully identified
Calls system transfers to operator
Calls user transfer to operator
System prompts per call
Relevant words recognized

per part

1
15
3
2
3.7
2.5

2
18
2
0
3
2.35

3
13
7
0
2.5
1.65

4
17
3
0
2.9
2.7

Figure 1: Summary of Results

transferring 19% of the cases to a human operator because of extremely bad recognition.  We are planning on conducting a more elaborate test which a larger set of users.

4.1 Evaluation of the Sub-String Matching Algorithm

While we have not evaluated this sub-string matching algorithm independently, a brief evaluation in the context of the system resulted in about 90% accuracy.  In other words, 90% of the time when the algorithm was employed by the system, the correct product was ranked either first or second.  We consider the top two ranks here because the DM only considers the top two ranks when asking the user to confirm the correct product.  Therefore, in 10% of the cases, the correct product was ranked lower than second by the algorithm.

Conclusion

In this paper we have described a novel sub-string matching algorithm that allows a spoken dialogue system to identify medical parts.  The sub-string matching algorithm is used to identify the products that the parts are used in.  A preliminary evaluation of the algorithm within the context of the system results in approximately 90% accuracy.
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